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			Preface

			Eduardo Beira

		

		
			About This Book

			This book brings together essays by Andrew Feenberg written mostly during the last decade concerning the question of technology. The book is divided into three parts. Part I, Philosophy of Technology, includes three essays introducing critical theory of technology and comparing it with other approaches. Part II, Technical Citizenship, consists of three essays that offer a deeper analysis of the issues of modernity and discuss the opportunities for human agency in a modern society where technology is ubiquitous. Part III, Heidegger and Marcuse, includes articles on the relation of these two classic critics of technology. 

			My original motivation for editing this book arose from the need for a modern book about philosophy of technology (in Portuguese language) suitable for graduate courses, especially in schools of engineering. This idea drove my previous translation of these essays into Portuguese for the first edition of this book. Andrew Feenberg has collaborated on the English edition of this book, which first appeared in Portuguese, and has written a new introductory essay. 

			Confusion between science and technology and the trend of the “methodological scientization” of technology has harmful effects on the culture of engineering, and not only there, biasing academic scholarship and distorting the understanding of design and development. The emergence of the “technosciences” has further obscured the scene. This “scientization” is a kind of second wave of the technocracy movement that began in the twenties and continued until the sixties of the last century. In the first version of technocracy, only specialized technicians (especially engineers) could manage a society based on machinery, applying technical management methods to society itself and eliminating traditional politics. In this second wave, it is not engineers and technicians who are supposed to dominate society, but “scientists” (in a broad sense) applying their research methods for the validation and diffusion of knowledge. But this new conception of technocracy ignores the fact that technology has completely different foundations, functions, and users from science, and so requires different methods from those of scientific research.

			The English philosopher Mary Midgley made a strong criticism of this “omnicompetent” science as a “naive academic imperialism” willing to transform “science” into a comprehensive ideology ensuring inevitable progress.1 But technology is neither scientific nor a direct product of science. It is essentially a social product that, of course, employs some scientific knowledge. It is obvious that these frameworks have very different implications for design, development, diffusion, and change.

			Future engineers and technologists must have experience with views of technology that go beyond the narrow horizon of pure technical knowledge. This selection of texts by Feenberg intends to serve that purpose: to offer a philosophical view of social and technical rationality that opens doors to a democratic agency and integrates social actors into the discussion and the project of technology. This allows us to hope for a progressive humanization of technology in a society that balances its demands with those of the natural environment. And it justifies the hope that we can overcome catastrophic and anti-human views of technology that lead to the design and deployment of potentially dangerous technologies. Understanding the paradoxes of technology can help us distinguish its useful functions from its dangerous risks.

			The Context: Contemporary Technology

			The last decades saw important changes in technologies: devices became smaller (miniaturization), more flexible and intelligent (digitalization), and more affordable and personal (democratization). Technology changed from the mechanical/chemical paradigm to the electronic/biological one.

			Throughout most of the world until a few decades ago, a normal citizen owned few modern technological devices. During the 1910s cars began the process of democratization of ownership with Henry Ford’s mass production on the assembly line. After the Second World War, the “white revolution” of home appliances began, but it took decades for ownership of technological devices to become a mass phenomenon rather than an exclusive privilege of elite classes. Technologies of mass transportation and communication networks, as well as utilities and factories are owned by elites, and common citizens “rent” access to them or buy their products. Nowadays these products have themselves become sophisticated technological devices incorporating a high level of advanced technology that promises more and more networking capabilities and higher levels of interdependence. Their owners can now influence the technology itself due to their power as a mass able to protest and choose various configurations and options in the technologies that surround them. 

			Feedback from new more or less anonymous users can now influence the evolution of technology, as well as corporate interests, in consumer electronics, in some medical technologies, food, energy, and so on. “Smartphones” may well be the paradigm of advanced and ubiquitous personal technology, a node in complex telecom and information systems, fruit of digital technologies with variable geometries of functions, values, and meanings. The increasing ease of personalization of devices, especially of their interfaces with the social world, creates room for embedding more values and meanings into technical devices.

			The public image of technology has changed a lot. It may be interesting to recall here an illustration by Walter Murch (1907–1967) for a book by Stuart Chase, published in 1929, about men and machines.2 Feenberg cites and reproduces Murch’s work in chapter 2 of this book. The cover of one of Feenberg’s books (Questioning Technology, 1999) is a painting by Murch (Carburetor, 1957). In figure 0.1 below, the small man in the middle of giant mechanical gears powered by cosmic energies suggests an equivocal restlessness about the position of man in a world dominated by technology. But it is obvious that the mechanical image of technology and energy represented here is outdated by contemporary paradigms. 

			Murch produced this image during his early years, when he was still an art student in New York. In turn, Stuart Chase (1888–1985), the author of the book Murch illustrated, was an ambivalent technological enthusiast: on the one hand, he was a believer in technocracy (the main issue of the book Murch illustrated), and, on the other hand, he was a precursor of public policies of consumer protection opposed to false advertising and other abuses.

			Nowadays social actors have access to the technical mediations they need to find solutions to the social pathologies associated with technologies. They can inform advanced technologies with daily experiences. Public acceptance of this symbiosis of user experiences with specialized technical knowledge is something new that begins to balance the previous trend for the total autonomy and dominant power of the specialist in the design of technological solutions.   

			
				
					[image: ]
				

			

			
				
					Figure 0.1. Walter Tandy Murch Wood-block Print

					Reproduced with permission from Walter Murch

				

			

			Andrew Feenberg and the Critical Theory of Technology

			Feenberg acknowledges the importance of social values in technological designs and refuses the technocratic notion that technology is a predetermined destiny. Technology, with which we dwell in our world, is not a destiny but a permanent “social battlefield.” “The real issue is not technology or progress per se but the variety of possible technologies and paths of progress among which we must chose.”3

			Feenberg’s philosophy of technology intends to overcome both traditional resignation and utopia. It opens a constructive path for the future; “the technological world we will inhabit in the years to come will be a product of public activity to a great extent.”4 His philosophy recognizes a role for citizens in the social management of technology and the democratization of technological societies. Modern citizens are co-responsible for the future of technology through various social mechanisms and democratic participation at the “micropolitical” level. They can have an impact in their local communities and in communities of users and victims of technologies. In this process, individual and community experience have a complementary role together with the technical knowledge of specialists: “the idea of a technological rationality pure and independent of experience is essentially theological.”5

			These ideas have been developed by Feenberg throughout his career in multiple publications, especially in his books Questioning Technology (1999), Transforming Technology (2002) (a revised edition of Critical Theory of Technology, 1991), Between Reason and Experience (2010), and, more recently, Technosystem: The Social Life of Reason (2017). This collection of essays represents the continuity in the development of his lines of inquiry.

		

	
		
			Introduction

			Andrew Feenberg

		

		
			About Critical Theory of Technology

			Critical theory of technology challenges the technocratic claim that only the experts can usefully contribute to the design and employment of technology. This claim has been undermined by the field of science and technology studies, with its constructivist understanding of technological development. According to constructivism, purely rational considerations do not determine “one best way” to make a device. Technical disciplines yield multiple alternatives and social criteria select among them the one that is actually realized. 

			Many of the important choices are made by those with official authority over the design process, for example, the regulators, managers, and owners of businesses. But the public also has input into the selection. In this case, communication is established between the apparently alien realms. We are of course familiar with government regulation and market inputs, but there are also collective demands for new functions and changes in design. The technical environment has been transformed by protests, boycotts, demonstrations, public hearings, and the popular uptake of the results of hacking. These public inputs have a democratic character because they represent the values of the population at large and not merely the interests of business. 

			My argument concerns the nature of these democratic inputs and how they relate to the technical disciplines. In the course of my work, I have addressed the question of technology so formulated with many concrete examples such as the history of steam boilers, Japanese modernization, the Minitel, and information technology. I evaluate and borrow from many different theories including constructivist technology studies, cost-benefit analysis, Kuhn, Habermas, Heidegger, and Marcuse. The question of democratization is thus approached from many angles, three of which I will discuss in this introduction. These are the relation of technocracy to public agency; critical methods for the study of technology; and finally, philosophical aspects of the relation of technology to the lifeworld. 

			Technocracy and Democracy

			The technocratic tendency of modern societies forms the background to discussions of democratization of technology. The idea of technocracy dates back to Saint-Simon in the early nineteenth century but it only becomes influential after World War II. Then it was widely believed that expert rule would replace politics in advanced societies. The aspiring technocrats assumed implausibly that everything debated in the public sphere is ultimately a technical problem. They also assumed that all technical problems could be solved by a context-free, neutral, instrumental rationality. This was truly the end of ideology, the reduction of values to facts. 

			Technical rationality is not the only form of rationality but it is the one specifically idealized by the technocrats. In modern societies, it takes the form of technical disciplines, broadly defined. These disciplines are not to be confused with actual sciences, although they use scientific results and methods. But technical disciplines combine these scientific borrowings with many other elements drawn from social, legal, and traditional sources. For example, dietetics draws on the science of physiology but also bows to traditional food preferences. Architecture employs engineering methods and concepts combined with an aesthetic. And so on. 

			I call such quasi-scientific disciplines or institutions “socially rational.” By social rationality, I mean a formal procedure or institution that resembles science and mathematics but is not essentially scientific or mathematical. There are three types of social rationality. The exchange of equivalents resembles mathematical equations. It characterizes the market where money is traded for goods, and is employed in all technical disciplines in the form of measurement, quantification and calculation. The classification and application of rules resembles the scientific identification of phenomena and the application of scientific laws. Bureaucracies are characterized by this simulacrum of scientific rationality. Again, technical disciplines apply such an approach to their objects. Finally, optimization is a procedure that involves calculation and control of resources and devices. Business is constantly engaged in attempts to optimize its activities.

			In all these cases of social rationality reality, values penetrate technical disciplines and designs. The technical sphere is not context free or neutral but is underdetermined by purely technical considerations. Value controversies cannot be reduced to “neutral” technical problems because technology is already a valuative enterprise. Consider, for example, the role of aesthetics in the design of automobiles and the ethical debates in medicine about abortion and patient rights. Every field of technology reveals similar admixtures of values and facts in the design of devices and systems.

			It is thus not surprising that the rise of the technocratic idea was soon accompanied by a new politics of technology. Both respond to the generalization of technical mediation throughout all the institutions of the society. Technical mediation creates the terrain on which the technocrats feel at home, but it also creates new types of social groups that react to the technologies that form them.

			Some of these technically based groups are latent, while others are immediately visible. For example, workers in a factory, brought together by a production technology, are perfectly aware that they form a group. Groups such as these have been active through the labor movement and other organizations for centuries. By contrast, patients suffering from a given disease are an example of a latent group brought into being by the technical system of the medical institution that treats them all. That system forms an unconscious technical link between them that might exceptionally become the basis for conscious group formation. Today, the failures of the technocracy, such as pollution and medical abuses, result in such exceptions becoming commonplace. 

			Increasingly, the experience of users and victims of technology is brought to bear on the design process. They can now protest more effectively against the harms of technology. This is partly due to information technology, which enables people to communicate easily across distances and social barriers. And hackers can actualize ignored potentials of technology that were not understood by the experts who originally participated in the design process. Communication on computer networks is the most important example of the latter effect.

			These considerations on the limits of social rationality explain why experience plays a role in technical development. Experience, in this sense, refers to the everyday world. Today that world is technological. Technologies are not merely tools; they create our environment, encompassing us and shaping our lives. As a result, we have extensive experience with technologies. This experience is the basis of a specific form of technical knowledge available to ordinary people. This is an empirical knowledge based on direct contact with the technical environment rather than a formalized knowledge such as experts possess. It shows up in many contexts, for example in complaints about pollution, but also in useful ideas about how to improve computer interfaces.

			This knowledge provides the basis for opinions and interventions in the world of technology. In recent years, technology has entered the public sphere as protests over environmental and medical issues have multiplied, and hacking has transformed the computer into a medium of communication. The generalization of such interventions raises the possibility of a more democratic organization of technological society in which the interaction between technical disciplines and lifeworld experience would be routine, rather than appearing exceptional as it does today.

			These considerations on the politics of technology reveal a complex relationship between society and its technical base. The technologies that mediate and thereby create social groups become the objects of action by those groups as their members become conscious of their commonalities and modify the technical links that bind them together. Their protests and preferences must then be translated by technical experts into designs and systems that exploit hitherto neglected technical potentials. The experts and the public are in communication now whether they like it or not.

			Questions of Method

			Let me turn now to questions of method. The critical theory of technology is based on a combination of ideas drawn from constructivist technology studies, phenomenology, and Frankfurt school critical theory. Why this combination? I first studied Heidegger but found his writings on technology too abstract and apolitical to serve as an adequate theory. In Marcuse’s version of Frankfurt school critical theory we get closer to reality. He envisages the possibility of technological alternatives, of different designs of the technological world, but he has no analysis of the technologies themselves. Constructivism provides the analytic tools for studying technologies, but it developed as a specialized, apolitical academic discipline, without a larger view of the social system within which technology functions. Attempts have been made to overcome this heritage but the results so far are rather limited.

			To establish a coherent combination of my various sources, I focus on the relation of technical disciplines to the lifeworld. This relation brings out the inherent complexity of technology. Technical disciplines work with causality while the various theoretical traditions that I draw on are primarily concerned with meaning. And, in fact, technical devices and systems have both causal properties and meanings determined by their place in society. Combining and coordinating the two in practice yields specific designs. It ought therefore to be possible to combine and coordinate them theoretically in the analysis of technology. 

			I have introduced the term “technical code” to signify the intersection of causality and meaning. A technical code is a technical specification that corresponds to a social meaning. For example, the technical specification governing the size of refrigerators is determined by the manufacturer in accordance with the family size and urban structure of the market in which the refrigerators will be sold. Large families with freeways connecting homes to supermarkets need big refrigerators. By contrast, a city like Paris, where families are small and people walk to stores, needs much smaller refrigerators. The technical specification of size therefore encompasses a whole urban and family sociology.

			Here is a more complex example that shows the role of cultural tradition in technological design. Fax machines were originally designed in the United States as office equipment. The early machines were very large and expensive. The Japanese got hold of the idea and, inspired by a traditional interest in miniaturization, transformed the fax machine into a small and affordable consumer product. The new technical re-specification of the fax machine followed an alien cultural impulse and reached new markets. 

			These examples point to an important methodological principle. Technologies are not organic wholes like animals and plants. They are concatenations of functional elements that correspond to the various social influences on design. The functions they serve depend on social influences and meanings. These functions appear as layers in the constitution of the technological assemblage. 

			The implications of this approach to the study of technology were explored in depth by the philosopher of technology Gilbert Simondon. He argued that technology has an inherent tendency to combine functions in a reduced number of structures. The initial designs of a technology are “abstract” in the sense that each function is assigned a separate structure. But as the technology evolves, clever combinations of functions in fewer structures simplify the device and improve its efficiency. Simondon calls this “concretization.” The layers can still be distinguished, but only analytically once they have been effectively concretized in a single structure. Simondon gives the example of the air-cooled engine, which combines cooling and containment of the cylinders in the engine case, designed both to contain the engine and to dissipate heat.

			Simondon’s examples tend to be like this one, purely technical, but we can easily substitute examples that have a wider social significance. Often when cost-benefit analysis is applied to proposed environmental reforms, the assumption is made that compliance with new environmental standards will require the introduction of new structures, increasing costs and reducing efficiency. Adding layers may indeed complicate a technology in a way that reduces its efficiency, but it is also possible to combine layers through innovation to create a more streamlined and efficient device. 

			The control of pollution from automotive exhaust went through two stages reflecting these two possibilities. At first catalytic converters were tacked on to the existing technology, complicating the design and reducing fuel efficiency. Later, a single structure, fuel injection, improved both pollution control and fuel efficiency. New environmental standards stimulated innovations that concretize rather than complicate automotive design. In such cases the different social influences work together rather than conflicting. This suggests a general pattern for the reform of the industrial system under the impact of democratic values.

			I formulate the basis of this methodological approach in what I call the “instrumentalization theory.” The “primary instrumentalization” operates at the causal level. It decontextualizes phenomena for incorporation into a device. In Heideggerian terms we could say that it “de-worlds” aspects of nature by separating them from their natural surroundings to reconstitute them functionally. At the same time, the primary instrumentalization situates the subject in a technical relation to the world. 

			The “secondary instrumentalization” operates at the level of meaning. It re-worlds the elements of nature extracted by the primary instrumentalization, integrating them to the social world. Simultaneously, it orients the technical subject toward the social meanings realized by the technology. Because these are meanings, they are apprehended in a hermeneutic relation that allows differences of interpretation, awareness, and criticism. The secondary instrumentalization enables initiatives beyond the intended use of the technology. 

			The two instrumentalizations are distinguishable analytically in the design of technical devices and systems. Consider the example of the harvesting of trees for lumber and building a house. At each stage in the process, new primary instrumentalizations correspond to new secondary instrumentations yielding an ever more narrowly specified product. 

			
					The operation of cutting down the trees is causal, but it also draws on social meanings. Only certain trees can be cut down, and the choice depends on legal and market considerations. This is an initial secondary instrumentalization.

					Other secondary instrumentalizations come into play when the trees are cut up for lumber. The size and shape of the boards are determined by a technical tradition that itself reflects social choices made by the originators of a national or regional style of housing. 

					Then the boards are combined to build a house according to a socially established building code and an aesthetic belonging to a certain place, era, and social stratum. 

					Finally, the owners decide on changes based on the experience of living in the house. New secondary instrumentalizations articulated discursively by the occupants must achieve coherent technical realization. 

			

			At each stage primary instrumentalizations are involved in the causal processes of construction and secondary instrumentalizations control and channel the application of causal powers in a specific direction.

			Technology and Lifeworld

			The concept of lifeworld is derived from phenomenology, where it was developed by Husserl and Heidegger. It describes the system of meanings within which subjects move in their daily lives. Husserl argued that the lifeworld is the foundation and source of scientific concepts. Heidegger used the simple term “world” for something similar. Heidegger’s world has to do with the practice of enacted meanings, especially the meanings that guide and are embodied in everyday coping with reality. 

			Technical disciplines and experience with technologies can be understood in terms of both Husserl’s and Heidegger’s concepts of world. The concepts of the technical disciplines are founded on lifeworld sources, as Husserl would argue, and experience with technology reflects practices that enact meanings, as Heidegger would claim. The concept of lifeworld is thus useful for the study of technology.

			However, in modern societies the lifeworld is not the whole world. Modern societies are differentiated, in the sense that various functions have been split off from the lifeworld. They appear as specializations based on technical competences or systems, such as the market. Technical disciplines are an obvious example of differentiation. They achieve a partial independence of the flux of lifeworldly opinion and action through the application of socially rational procedures. But they synthesize quasi-scientific and lifeworld inputs in a coherent formally consistent whole and so are still deeply embedded in the lifeworld. Invention is the product of such syntheses, usually made by technical experts. 

			The lifeworld, too, is differentiated in modern societies in the sense that it no longer includes much of the technical knowledge required by the devices in daily use. Albert Borgmann’s notion of the “device paradigm” explains this disburdening of the lifeworld of many technical tasks. Nevertheless, experience with technologies is a source of a unique technical knowledge from below. Every user knows things about his computer that he wishes the designer had known when he designed it. 

			Technologies are thus the objects of two forms of knowledge, neither of which is complete. The incompleteness shows up in the following ways. On the one hand, technical disciplines have a historical heritage of social inputs that is largely forgotten as experts reformulate them as technical specifications in technical codes. That heritage may blind the experts to effects of their activities and creations on victims who were silenced in an earlier era. On the other hand, the lifeworld lacks formal technical knowledge but has knowledge of side effects, contexts, and potentials that may have been ignored by the experts. Together these two forms of knowledge complement each other, although in practice they are often seen as conflicting.

			Technical devices are meant to be used technically for a purpose inscribed in their design. But in the process of invention by technical experts and in the course of reinvention by users, victims, and hackers, their very purposes are transformed. Technologies become the objects of a higher order practice that is not itself technical. This is action that addresses meanings, not things. It is the specific form of creative practice belonging to the secondary instrumentalization as it is lived in the everyday lifeworld.

			I developed these themes through the contrast between Heidegger’s late philosophy of technology and Marcuse’s critical theory. Heidegger argues that the lifeworld is completely overwhelmed by technology. Creative practice is no longer possible. Everything has become an object of technique, which, in a modern context, means a raw material or component in a technical system that “challenges” nature to deliver over its powers for human purposes. Human beings, too, are incorporated into the system and no longer recognize themselves as the locus of recognition of meaning. Heidegger sees no way out of this situation. He rather hopelessly calls for a “free relation” to technology, but this is not a reform program. It seems to mean nothing more than living with the existing technology in a different, presumably more philosophical, spirit. 

			Marcuse was an early Heidegger student, but soon broke with Heidegger and joined the Frankfurt School of Critical Theory. But in the 1960s, Marcuse’s radical philosophy of technology shows Heidegger’s influence. Marcuse too sees the complete destruction of the lifeworld by a technological “a priori” that treats everything as manipulable and fungible material for production and consumption. The inherent potentialities of people and things are ignored as they are integrated to the machinery of capitalism. Unlike Heidegger, Marcuse holds out the possibility of transforming technology. It is at least possible in principle for human beings to introduce new valuative considerations into the design of technologies, bending them to benign purposes and creating a life-affirming environment. 

			Marcuse witnessed the beginnings of the environmental movement and saw in it a confirmation of his critique, with its promise of possible transformation. Indeed struggles over technology have multiplied in advanced societies and now appear daily on the front page of the newspapers. This development broadly confirms both the idea of invasive technification explored by Heidegger and Marcuse, and the hoped-for resistance Marcuse anticipated. Experience with these struggles and advances in the study of technology make possible a much more precise and detailed analysis of the politics of technology than either of these philosophers achieved. 

			The key advance is the hermeneutic perspective on the full range of meanings of technical devices. Struggles over technology are struggles over these meanings. For example, is air pollution part of the meaning of the automobile? So long as it can be ignored, nothing need be done to reduce it. The design of the automobile remains an impenetrable “black box,” indifferent to pollution. But once the public reacts and demands cleaner air, the black box is opened. It becomes clear that the design of the automobile is contingent on social and political forces. The relational dimension of what appeared as a quasi-natural thing becomes visible.

			The critical theory of technology affirms the growing significance of democratic interventions in the reshaping of technologies and technical disciplines. This is a historical turning point. The industrial system evolved under an extraordinarily undemocratic system of private ownership and control of technical innovation. The few actors with influence over design dedicated technology unreservedly to the pursuit of profit. Those harmed by the side effects of this frenetic pursuit were silenced. Only now are the silenced actors finding a voice. The consequence will be the radical transformation of industrial societies.

		

	
		
			Part I

			The Philosophy of Technology

		

	
		
			Chapter One

			Encountering Technology1

		

		
			Starting at the Beginning

			In this talk, I would like to introduce myself and describe some of the background to the development of my approach to the study of technology. I was born in New York City during World War II. My father was a prominent theoretical physicist who studied quantum mechanics in Germany and returned to the United States where he participated in the revolutionary scientific developments of the 1930s and 1940s. I grew up surrounded by scientists and their apparatuses. Cyclotrons and nuclear reactors were part of my childhood. I have fond memories of visiting “the lab” where the glassblower made toys for me and where later I worked for a summer as a “computer,” entering mysterious numbers into an adding machine. I am a rare student of science and technology who was actually raised on the subject.

			This gives me a somewhat different perspective than the currently fashionable emphasis on the ordinariness of scientific research. I have always known that science was a human activity—it went on in my house—and yet the scientists I knew believed science to be significantly different from most other human activities. Recent attempts to iron out the differences with a relativistic epistemology seem quite artificial and unconvincing. Science is surely not “pure,” but relativism is essentially irrelevant, not much different from the claim that Bach’s music is relative to his time. The point is obvious and gives rise to interesting research, but it is ultimately trivial: the music remains, irreducible to the circumstances of its creation. Scientific truths have a similar status as products of supreme crafts that transcend the ordinary events from which they arise.

			On a less elevated note, science, especially experimental science, involves a great deal of technical cleverness. Perhaps this is why throughout my childhood I was encouraged to be clever. I was sent to carpentry school as a small boy and learned to make little tables and wastebaskets under the direction of a very stern old carpenter. Innocently enacting an outdated cliché, I took apart clocks and machines and learned to handle chemicals, use a microscope, make a crystal radio, and suchlike.

			On a visit to Hiroshima, I was shocked by the realization that the atom bomb that had destroyed the city was a product of the very cleverness I was encouraged to develop as a boy, applied by brilliant scientists and engineers. Truly, cleverness is the greatest human power, but not the greatest achievement. After the war, Hans Bethe bemoaned the fact that he and his colleagues at Los Alamos had been clever rather than wise. The course of twentieth-century technological advance certainly proves him right.

			By the time I reached college, I was mainly interested in literature and philosophy. The writings of René Girard and Gabriel Marcel had a tremendous influence on me. I studied Husserl, Heidegger, and Western Marxism. This was the early 1960s and the United States still lay under the pall of McCarthyism. The oppressive social and political conformism of the times is unimaginable today. Culture and critique were totally marginal in this environment. I longed to escape America for Europe and spent several years studying at the Sorbonne. But this hybrid identity posed a problem: how to find an authentic relation to my two traditions. Technology appeared to hold the answer insofar as it was a particular achievement of the America in which I was raised, questioned in interesting ways in the Europe where I had studied. This intersection determined my lifelong interest in philosophy of technology.

			At first, I approached the issue of technology through the concept of dystopia. The elimination of political opposition in advanced industrial society is an effect of technology, both its gigantic productivity and the ideology of progress that accompanies it. In the 1960s, it seemed we were headed for Brave New World. Marcuse was the thinker of this moment. But paradoxically the dystopian perspective provoked mass opposition in the new left and the counterculture. By the late 1960s, the system confronted a significant challenge.

			I was studying in France in 1968 with Claude Lévi-Strauss, Lucien Goldmann, and Jacques Derrida when the most powerful new-left movement of the decade broke out and I suddenly found myself at the center of a revolution. During May of that year, a student revolt was the catalyst for a general strike that shut down the entire country. The French government came close to collapsing and only the loyalty of the troops saved it.

			This movement seemed to me to be the end of dystopia and the beginning of a new type of socialism. In 1968, we fought for a general democratization of economic and technical institutions, not the system that prevailed in communist countries at that time. We substituted the idea of self-management for the orthodox Marxist concept of socialism.2

			Although the French government still confronted a traditional Left opposition, France was well on the way to becoming an American-style consumer society. And yet it came quite close to a revolutionary transformation under an ideological banner emphasizing solidarity, democracy, and social control over economic and technical institutions. I came out of this movement convinced that there must be a way of reformulating Marxist theory to account for this unprecedented revolt in an advanced capitalist society. I wrote a first book on the early Marx and Lukács in search of resources in the Marxist tradition for interpreting this new situation (Feenberg 1986).

			From Lukács I learned to distinguish rationality as a cognitive procedure from rationality as a cultural form. This distinction is fundamental to understanding the “great divide” that separates modernity from premodernity without falling into conservative and ethnocentric self-congratulation. The ability to reason belongs to the genetic heritage of all normal human beings and all cultures exhibit its effects in various ways. But modern scientific-technical rationality, as a specific type of rationality, uniquely emphasizes unusual procedures such as quantification that are not common to all cultures. When these procedures are instituted everywhere in technologies, bureaucracies, and markets, a wholly new type of society is created. This society is legitimated ideologically by its rational grounds rather than by narrative myths, and that too is new. Critique must break through the illusion of rational necessity that is the ideological foundation of the system.

			Lukács introduced the term reification to refer to the process in which human relations are objectified as things. He understood this process as the production of the social world in a rational form, subject to laws such as those of political economy, and technically manipulable. The relation of the worker to the machine is the model of practice in a law-governed social world. The rational system is autonomous, self-acting, and requires only tending from human agents. The worker cannot change the logic of the machine, only position him- or herself correctly in front of it. Lukács generalized from this example to understand the structure of practice in every area in advanced capitalism. The entrepreneur on the stock market, the employee in the bureaucracy, the intellectual in the discipline, all accept the law of their reified institution and attempt to manipulate it to advantage. But Lukács believed the working class was capable of coming together, recognizing its own role in creating the reified society, and transforming it.

			How did Lukács explain the unique cognitive and political potential of the working class? He argued that the type of rationality exemplified by capitalist economics and technology would meet an immanent limit. Rational forms that pretended to autonomy came up against their intrinsic link to a content that overflowed them on all sides. This content was the life process of the members of the society, shaped but not fulfilled by the forms. As Lukács explained, a formal economic category such as wages appears to the businessperson as a variable in calculations of profit and loss, but from the worker’s perspective, its quantitative ups and downs are of vital significance for concrete health and happiness. Lukács believed that workers could penetrate the reified veil of the economy on the basis of their experience of the limit of the forms, and uncover potentialities blocked by capitalism.

			Of course, by 1968, and certainly by now, the traditional Marxist representation of the working class no longer corresponded to reality. But the general idea of a dereification of rational forms, the translation of fixed and frozen institutions back into the processes of human relations from which they arose, seemed to be verified by the May Events. The slogans “Everything Is Possible” and “All Power to the Imagination” flowed directly from this dereifying impulse.

			It was on these terms that I understood or perhaps misunderstood the early work of those in the field of science and technology studies (STS) with whom I soon became acquainted. They offered empirical support to the critique of scientism, determinism, and the ideology of progress I found in Lukács and the Frankfurt school. They also placed technology in a central position as a mediation in the process of human relations, both shaping that process and shaped by it.3

			My rather idiosyncratic appropriation of STS generalized from Lukács’s argument to construct a new theory of technical politics. The problem was still the one Lukács posed of the critical force of the consciousness of dominated groups in technically mediated institutions. Once those caught up in the technical networks of the society realize their own collective role in creating and sustaining those networks, they can criticize and change them. This is not a romantic return to the immediate, to emotion versus reason, but rather a dialectical passage through the rationalized forms to an alternative configuration of the networks they make possible. These insights helped me to see the theoretical interest of my own involvements in technical politics, which I’ll sketch next.

			I should warn you that I’m not a sociologist or anthropologist. The concrete cases I’ve studied were not chosen out of simple curiosity or for their scholarly significance. They have all grown out of my experience as an insider in various unusual organizations. Since I have always been situated within the field of my study, I have a point of view. I have not so much “followed the actors,” in Latour’s phrase, as acted and reflected on the results from my situated vantage point. I can’t say whether this is more of an advantage or disadvantage, but I know it is a condition of my own ability to gain insight and do research. In what follows I would like to describe the involvements that served as a background to my theoretical work. These are matters from which we normally abstract in writing up our research, the “backstage” apparatus hidden from the audience. It occurred to me that it would be interesting to bring it forward for once to see what it looks like in the light of day.

			I will discuss three cases. They concern medical research on human subjects, online education, and computer networking in France. All three cases have in common a polarity between a technocratic and a democratic logic. In each case I have been involved in democratic initiatives. As you’ll see, the strategy emerging from these cases does not oppose human beings to machines, but rather attempts to incorporate underserved human needs into the technical codes that preside over design. In these cases, narrowing the range of needs served is a condition for the exercise of elite power through the technical network. Democratic interventions aim at widening that range and reducing asymmetries of power. Thus the “question of technology” in these cases is not about a substantive characteristic of technology as such but rather concerns the image of the human each technical system presupposes and shapes through the needs it serves. But let me turn now to the cases.

			Three Case Histories

			1. Controversy in Medicine

			I was politically active until the late 1970s when the sharply divided American Left finally succeeded in committing suicide. I still felt like an activist even though my energy no longer had any obvious political outlet. A neurologist of my acquaintance invited me to help him create a medical research foundation to study an incurable disease. The Center for Neurologic Study hoped to find a cure for ALS (“Lou Gehrig’s disease”) through drug trials organized with particular attention to patient rights. There is still no effective treatment for this poorly understood disease, and most patients die within a few years of diagnosis. Richard Smith, the doctor primarily responsible for the Center, had already begun holding patient meetings to inform patients about their illness and to promote the exchange of social support and ideas for symptomatic treatments. These patient meetings promised a favorable scene on which to obtain the informed consent required for legitimate experimentation. Through these meetings, we organized patients to participate collectively and vicariously in medical experiments with the intention of empowering them with both knowledge and enhanced care.4

			I studied medical ethics and medical sociology as we worked on developing our innovative experimental system. I gradually came to realize that we were engaged with the same issues that had interested me in technology. The medical system is a vast technical institution in which individual patients are all too often lost. This is particularly true of experimental medicine, which patients sometimes confuse with standard treatment and invest with unrealistic expectations. Yet patient demand for experimentation in the case of incurable fatal disease is very strong. The hope of cure needs to be tempered by a sense of the slow progress of science, but that makes it more difficult to recruit patients and requires a great deal of time and effort to educate them. We felt this challenge was worth meeting out of respect for patients’ rights.

			It may be difficult to realize now just how innovative we were. Normally, patients have little contact with those who share their disease. They are connected only indirectly by the medical institutions to which they report for treatment. Talcott Parsons described what he called the “sick role” as an informal exchange in which patients are exempted from socially useful performance on condition of seeking a cure. As part of the “deal,” the sick role isolates patients to prevent them from forming a deviant social group. But this description makes no sense for victims of chronic incurable diseases. Furthermore, experimentation on patients confined to the traditional sick role easily slips over into exploitation. It is unrealistic to expect isolated and poorly educated patients to exercise their freedom and preserve their dignity in the face of an enticing invitation to experimental participation.

			Medicine recognized this problem in a backhanded way by restricting opportunities to participate to a bare statistically significant minimum, paternalistically protecting patients such as ours who had no other hope than experimental treatment. We responded to their demand while addressing the ethical issue. Patients can only offer truly free and informed consent as members of an organized group, educated to understand the experiments to which they are recruited. We designed our program accordingly.

			We were unable to obtain support for our innovative work with patients. In fact, we were ridiculed by the Muscular Dystrophy Association (MDA), to which we applied for funding for research on ethical experimentation. But the Karolinska Institute in Sweden made a supply of interferon available to us and MDA did offer support for treating patients with it.5 Patients heard lectures by several scientists explaining the experiment. I gave a lecture to eliminate any confusion between experimentation and standard treatment. Eventually we established dosages and the procedure for delivery of the medication and went on to attempt to cure one particularly brave patient, but without success. I took away from this experience a strong sense of the indifference of the medical institution to patients like the ones we were trying to help.

			Some years later as AIDS ravaged the gay community, the issues that we had confronted reemerged to startling effect. Unlike our patients, who were politically unorganized and helpless, the gay community had been engaged in a civil rights struggle before the disease struck. Organized resistance to the standard practice of experimental medicine shocked the medical community. Scientists and physicians discovered patients who refused to occupy the sick role. An organization called Act Up engaged in noisy protests at scientific conferences and meanwhile patients met and educated themselves about the nature of the disease and the science behind the proposed cures.

			These protests resulted in significant changes in the technical organization of experimental medicine. For example, only patients with no previous experience with treatment were eligible for some drug trials. These “clean” patients were presumably best able to give accurate scientific results. Consider the inhumanity of offering a patient with an incurable fatal disease one and only one chance of cure. Obviously the scientists who designed such studies were not ill intentioned. But equally obviously, they had not thought through the human implications of their preferred technical design.

			Here is a second example. The “gold standard” in medical experimentation is the double-blind controlled trial. This requires extraordinary cooperation from patients. Some will take placebos and will only discover that fact at the end of the experiment. Their efforts as experimental subjects may benefit science and humanity, but not themselves, whereas those taking an effective new drug may also experience a personal benefit. But antagonism between the medical community and AIDS patients eroded the willingness to sacrifice. Patients took their pills to a lab for analysis, and if they were on placebos they dropped out of the experiment. Experiences like these eventually convinced the medical community that it had to work with the AIDS movement rather than against it. The process of cooptation involved significant concessions on both sides.

			I wrote a paper on this case based on the point of view I had evolved in my earlier experiences with ALS.6 I focused on the politics of the research system. The system appeared to be a product of pure scientific rationality and as such inflexible in its design. This explains why scientists’ initial reactions to the AIDS movement were so negative. They thought that irrational patients were blocking the path to a cure for their own disease. But in reality many features of the research design were contingent and had no particular basis in a supposedly pure scientific rationality. Some aspects of their experiments were designed for the convenience of researchers or to “protect” patients. Others had scientific value, but the price patients were asked to pay for participation was so high that compliance required far more education and a far more collaborative environment than was normally available. Eventually the technical code of experimental medicine was altered under pressure from below. This greatly improved access to experimental treatments for patients with incurable disease. This is a good example of a democratic intervention into technology through protest and controversy.

			In the article I wrote on this case, I attempted to establish the legitimacy of patient involvement in research design. This approach was incompatible with a scientistic standpoint, in which patients would appear simply as objects. On that account patient intervention would be a breakdown in the research process, no different in principle from leaky equipment or a short circuit in the apparatus. I attacked this conception of medical research with a broad reference to Donna Haraway’s notion of the cyborg. From her outlandish metaphor I extracted the point that I needed, namely, that the body as conceived in medicine is an abstraction from the person in interaction with the medical institution, and not a “natural” object in the same sense as bacteria or viruses.

			I supported this observation with a review of studies in medical ethics and sociology highlighting the impact of symptomatic care, the placebo effect, and social support on medical outcomes. This literature demonstrates that the body conceived in mechanistic terms is only part of the story of health. But how to take into account the rest of the story? The answer cannot be to abandon medical science, the achievements of which are undeniable. Nor can patients await the completion of the scientific project. But in practice medical science proves not to be a closed system. Its openness is due in part to its still imperfect knowledge but also to a reason of principle: patients are conscious agents and not passive objects; their cooperation is required, and their experience and understanding affect their health.

			Having established these ideas through the social science literature, I introduced several concepts with which to articulate a solution to the conundrum of the medical body. I defined “participant interests” in a non-essentialist framework as concerns flowing from enrollment in a technical system or network. Participant interests are thus not just preexisting facts about individuals or groups; they arise from technical involvements. Such interests take three forms: first, as purely objective facts known to researchers; second, as informal and scarcely articulated feelings; and third, as articulated and socially recognized matters of concern. In technical politics public knowledge of the first modality is sometimes necessary to pass from the second to the third—that is to say, only by invoking scientific knowledge are participants able to recognize, clearly state, and gain acceptance for a conception of their own interests.

			I introduced the concept of participant interests to explain how health-related concerns ignored by the medical institution might provide a basis for patients to struggle over its configuration and procedures. These concerns are essentially communicative. They are underestimated by a medical establishment increasingly preoccupied by scientific and technical advances.

			I introduced a second concept—the technical code—to explain the relationship between the discourse of medical science and that of patients. What appears as an interest to patients must be translated into scientific terms to enter the discipline of medicine. Otherwise, it remains extrinsic to medical practice, a mere environmental condition without properly medical significance. The technical code refers to an ideal typical construction the social researcher can use to trace the translations between social demands of patients and medical knowledge. With this concept, I could now describe at a high level of abstraction how we at the Center for Neurologic Study had translated patient complaints into a new experimental design, and how AIDS patients were able to modify experimental design to meet their needs. The model of translation explains the dynamic of many other technical systems under pressure from the social networks they institute.

			We are clearly a long way from socialist revolution with this approach, and yet the basic idea of dereification persists. Today I would call these attempts to change the medical institution “democratic interventions” responding to the underserved interests of those caught up in its operations. To succeed in cases such as this, the democratic intervention must actualize the potential for group formation of patients with a common affliction and common relationship to medicine. We took members of a technical network unaware of their commonality, brought them together so that they achieved self-consciousness, and responded to shared interests ignored by the current configuration of the network to which they belonged. AIDS patients later carried this process through to the point where they were able to force changes on the whole medical community that we and our patient group were too weak to impose.

			My article emphasizes the role of ethics in the technical code of medicine. According to the standard view in both medicine and philosophy, ethics is extrinsic to the scientific basis of medicine and concerns only the application of the science in a human context. But this is to reduce medical care to a technical intervention. Communicative interaction is also essential to medical care, especially in the case of experimentation. The actual subject of research is not an individual scientist nor even the scientific community, but a collective of scientists, doctors, and human “subjects” interacting according to an agreed-upon framework. The code that describes that framework is epistemological, technical, and ethical at one and the same time. With weak and ill-informed subjects, cynical researchers can ignore the ethical dimension, but treating human beings like proverbial guinea pigs jeopardizes the future of research. Where researchers are conscientious and subjects strong and well informed, ethical, technical, and epistemic procedures merge into a single complex that supplies knowledge and protects human dignity.

			2. Participatory Design in Education

			After several years working with this medical institute I moved to the Western Behavioral Sciences Institute (WBSI) where I once again became involved in technical politics.7 In 1981 the Institute decided to create a distance learning system for executives based on a computer network. This had never been done before. The internet was still closed to the public and e-mail was still new, used primarily in computer companies and a few university departments.

			In those days, distance education meant sending printed materials to students who had no contact with each other or their teachers. We invented e-learning in order to add human interaction to distance education. The technical infrastructure of our project was a mini computer running a computer conferencing program with which we communicated on a proprietary network using early personal computers and modems. We hired faculty from major universities, fascinated by the prospect of using a computer for the first time. We opened our program in January of 1982, but with only seven students because it was difficult to recruit for a program so innovative it was practically incomprehensible. The faculty sent out readings by mail, and our students discussed them online, generating hundreds of pages of transcripts each month. This communicative application of computer networking came as a surprise to both educators and computer experts, although today it is routine.

			This experience put me in touch with leading people in industry and government. I recall being invited to lunch in the early 1980s by a vice president of one of the largest computer companies in the world. He asked my opinion on the future of computing. I thought to myself, if this guy doesn’t know and is asking me, a student of Marcuse, to tell him, then no one knows! It became clear to me that technology was highly flexible and unpredictable and not at all like the image of the rigid system projected by the paradigm technologies of the early twentieth century that had shaped the vision of Heidegger and the Frankfurt school. In fact, we were proving this point in practice. By creating the first online education program at a time when computers were understood as tools for calculating and filing data, we contributed to reinventing computer technology as a medium of communication.

			But there were many problems. The normal way in which one learns to teach is by being taught. Most people who have studied in a classroom have no difficulty performing the basic rituals of teaching such as facing the class to speak, recognizing those who raise their hands, using a blackboard, and so on. But none of our teachers had ever been in an online classroom and so they had no idea what they were supposed to do. Neither did we. It took a while to figure out how to initiate discussion and build interaction online but eventually we devised a dialogic pedagogy. Students were impressed by successful online classes and spread the word about our program. We were moderately successful for ten years but never attracted the large-scale support we needed to make a major impact and meet our costs.

			The complexity of the interfaces to the modems, networks, and asynchronous computer conferencing software then available posed another problem. For example, signing on required the punctilious execution of a whole page of commands. We had to convince executives who had never even typed to engage with this primitive equipment. We decided to program our own simplified interface to help the executives we were recruiting participate more actively. Like the internet browser, this terminal software was intended to liberate the user from the command line. Our software automated routine tasks such as signing on and uploading messages, which could be composed off-line in a small editor we wrote for that purpose. The software also made it possible for us to implement short-term projects with the Commerce Department of the United States and various corporations.

			The WBSI program provoked considerable interest in the business press and in universities in the English-speaking world and Scandinavia.8 However, large-scale interest in online education only appeared at the end of the 1990s, during a crisis in university funding. Paradoxically what computer companies and college administrators understood by “online education” was quite different from our pioneering program. The meaning of the term slipped and I had an opportunity to watch interpretive flexibility in action. Where we had added communication to a traditional distance learning system that lacked it, the new advocates of online education hoped to automate education on the internet, eliminating the existing interaction in the classroom.

			Of course the ambition to automate education provoked instant faculty outrage. I recall feeling targeted by colleagues who blamed me for this monstrous assault on their profession. I could only say, “It’s not my fault, I lost control of my idea long ago.” David Noble, the Marxist historian of industrial deskilling, became the principal critic of online education, and he and I participated in several public debates on the virtues and vices of the new system.

			These experiences led me to change my research focus. I attempted to place the issue of online education in the widest possible context. This had become necessary because I was fighting on two fronts, against humanists who dismissed all electronic mediation and technocrats who saw in it the promise of eliminating the teaching profession. Their values differed, but their arguments converged in a deterministic conception of technology as a dehumanizing and commercially profitable alternative to traditional arrangements. At the same time, I felt it was important to enter into the technical details of the problem in order to secure the points made at the philosophical level. As a result, I discussed the question of online education at three very different levels of abstraction, philosophical, political, and technical.

			The philosophical argument begins with Plato, who first contrasted the communicative characteristics of writing to speech and so began the tradition of media critique twenty-five hundred years ago. His critique echoes still in Martin Heidegger and Jean-François Lyotard, who identify the digital encoding of information in computers as the source of their dehumanizing effects. This argument culminates finally in the attack on online education for substituting computers for humanistic understanding. But the notion that the use of computers will somehow bias language and learning toward the strictly technical is off the mark. The deterministic hypothesis on which this notion rests has been refuted in practice by the predominantly informal communicative usages of computer networks. To judge by the results, users have had as much impact on computers as computers have had on users.

			At the political level, I am interested in the struggle for control of the meaning of online education between actors with different agendas, either automation or electronic mediation of traditional education.9 This case neatly illustrates the constructivist premise that the same basic equipment configured in different ways can support completely different social relations. Sometimes a slight technical tweak completely transforms the social meaning of a technology. Consider, for example, the role of sidewalk ramps in redefining the life possibilities of the handicapped. Sometimes, significant technical differences make very little social difference, as is the case with hybrid engines in cars.

			This argument opens the question of the design of computer systems in education. So long as the computer as such is the problem, design is unimportant. But if the computer is innocent, at least of the charge of dehumanization, then everything depends on how the systems are put together. Automation is only one possible design agenda.

			The automation of education responds to the industrial technical code, going back to the early nineteenth century. The transfer of skills from craftsmen to machines is an old pattern that underlies the industrial revolution and continues through the Taylorist and Fordist developments of the twentieth century. The technical code of industrialism aims to centralize control of the workforce and to lessen labor costs by substituting machines tended by unskilled labor for skilled labor.

			Computer Aided Instruction, or CAI, was an earlier attempt to automate education. CAI was delivered by the (ironically called) Plato system, and later by application programs running on personal computers. But it never offered a convincing substitute for live face-to-face instruction. At the end of the 1990s, we were led to believe that the new multimedia features of the internet could provide a more realistic experience. The internet promised simulated interaction and video delivery of canned lectures by “star” professors, adding a little life to the sterile programs of earlier CAI.

			But would it really work? And if so, would it be desirable? Faculty were skeptical, and not only because they feared losing their jobs. No one who has dealt with students’ questions believes current artificial intelligence is up to the task of anticipating and answering them. There are subtle interactions that make a difference in real classroom situations, and these cannot be duplicated by videos and FAQs (“Frequently Asked Question” lists). Furthermore, informal and to some extent even formal human communication leaves it up to the participants to define the boundaries of relevance on the spot. These boundaries can be enlarged on occasion to include reflection on the communication process itself. Such meta-communicative practices are essential to our idea of freedom. They would be excluded by an automated system in which relevance was inscribed in software.

			Our early experiment in online education was quite different. It was based entirely on human communication. At WBSI, the computer offered a virtual meeting place rather than a simulacrum of the classroom. But online communication has its own limitations and problems. Its unusual pragmatics differ from their face-to-face equivalent through asynchronicity and the absence of paralinguistic signs. Experience teaching online informed my work, but I also drew on semiotics and conversation analysis for theoretical concepts useful for understanding this new communicative practice. This analysis brought out the dependence of group relations on characteristics of the technologies binding together the group.

			Group activity is usually mediated by objects of some sort. The seminar requires its table around which to sit and games require boards or fields. But in online education the semantic flow is carried by the mediation, and that has complex implications. We are here in territory explored by media theorists such as Marshall McLuhan. The medium is, if not the whole message, at least a significant part of it. But McLuhan could observe patterns of electronic mediation in only two cases: telephone communication between pairs of interlocutors and radio and television broadcasting. The computer network makes possible a third case: asynchronous online interaction in small groups. This new technology opens up a huge range of activities to electronic mediation that had formerly to take place in real-time, face-to-face encounters.

			Small groups are the social settings of much white-collar work, education, and a wide variety of social clubs and information exchanges. The social codes for all these activities are familiar, and negotiating communication problems in face-to-face dialogue is relatively straightforward. But online group interaction is another story entirely. It is more difficult to work together under these unusual conditions, and it requires skilled communicative leadership to accomplish complex goals, including educational goals. I developed a theory of “moderating” to isolate the specifically communicative aspects of online leadership.

			As a student of science and technology, it occurred to me that I should not merely write about online education, but I should do something about it. I applied my own theory of the technical code to inventing the technology corresponding to the pedagogical practice of our original program. With the help of a skilled collaborator, I designed a piece of software and obtained a grant to implement my design in order to reinforce my argument against automation with a different kind of technical intervention. The “moderating functions” were incorporated into the software design in the hope that facilitating the work of discussion leaders would encourage teachers to take an active role in their online classes. This project has had modest success, although the main reason higher education has not been automated is the patent inadequacy of current technology to the task.10

			My project was one of a great many that flourish in the educational field. Teachers working closely with programmers devise original solutions to the problem of achieving traditional pedagogical goals in a new environment. This is an example of “participatory design,” and it represents a second type of democratic intervention.

			3. Hacking the Network

			My third case introduces yet another type of democratic intervention in a very different social context. In the mid-1980s I was invited by the French Direction Générale des Télécommunications (DGT) to introduce computer conferencing to the Minitel system. I spent some time in France working on this project and learned a great deal about the Minitel in the process.

			The Minitel is now a forgotten episode in the prehistory of the internet. But it was a very important landmark in online communication, proving for the first time that a domestic computer network could reach a wide audience. What made the Minitel so successful was the free distribution of user-friendly terminals that plugged into the phone system. Users did not need to know anything about computers to get up and running on the system. Entrepreneurs could easily hook up hosts, and their revenues were guaranteed by the phone company, which billed customers for each minute of online service. Six million terminals were distributed, and the system proved both a social and economic success until it was finally eclipsed by the internet.11

			Although the Minitel was originally conceived to distribute information to households, the most exciting application was invented by hackers who broke into a news service to chat online in pursuit of friendship and dates. Very quickly, other host services introduced programs to capture and collect revenue from this new flow of communication. This was the first widespread public use of instant messaging. The asynchronous computer conferencing programs I was engaged to introduce would have enhanced communication on the system by supporting more complex interactions such as business meetings, classes, and other group activities. We were not successful, but I do not think this was our fault. We encountered significant obstacles in the social environment and the design of the Minitel.

			The main problem was the image of the system. The French educational system was far too stodgy to take up our innovation, but we had hoped that business would be interested. How wrong we were! The very design choices that made the Minitel acceptable to the public and suited it to placement in the home diminished its credibility in a business context. The image problem was aggravated by “pink” messaging. Who could believe an electronic singles bar had promise as a venue for business meetings?

			There was also a technical issue. I recall one incident that clarified the problem for me. The Minitel was conceived for consulting databases stored in videotext pages and accessed through hierarchical menus. The keyboard was designed by a telephone manufacturer to punch in the numbers of menu items, not for typing. I wrote a short note on the keyboard for the directors of the DGT recommending the design of a new terminal more suitable for typing and hence for professional communication. There was no response to my recommendation, and I soon learned that the DGT was ashamed of the communication on its system, since so much of it revolved around sex. They had inscribed informational usages in the Minitel hardware and had no intention of changing that, even though the users had reinvented the technology around a new social form.

			Once again I confronted the alternative: technocratic “rationality” versus communication as conceived by users. This alternative reflected different social visions of modernity, a vision focused on the narrowly conceived goals of organizations such as government agencies and businesses, and a vision focused on a broader range of human needs evident to users but not to the technocrats in charge of designing and implementing the system. I wrote an article about this contrast as manifested in the history of the Minitel (Feenberg 2010, chap. 5).

			In my article, I developed this contrast at several levels. My purpose was to show that one can trace an ideology “all the way down” in the sense that discursive expressions of social visions can be found reflected in details of technical design and vice versa. The identification of congruencies at all levels would verify the basic constructivist thesis that technology and society are not two separate domains but are intricately imbricated. But it verifies this thesis in a rather different way from the usual STS formulations, since it does not presuppose an individualist or empiricist methodology but instead treats social forces of many different types as equally “real.”

			I identified three main levels, at each of which alternatives appeared: social theories; social imaginaries, expressed in policies and popular sentiment; and technical specifications and practices. The first level includes various theories and critiques of postindustrial society. The second level includes the government policies that led to the creation of the Minitel system and the unexpected transformation that invested the technology with social and sexual connotations. The third level includes such design features as user friendliness, the keyboard, and the hacker initiative that introduced instant messaging. The argument shows how the technical code translates between levels and signifies the Minitel as a compromise between contrasting interpretations.

			In this case, the democratic intervention took the form not of a social movement or professional resistance, but the action of a few hackers. Yet that action would have been without significance had it not been seized on by millions of users. In this sense, it can be said to be democratic. But in a deeper sense, democracy is at stake in any intervention into technology that enlarges the scope of human communication and serves a wider range of legitimate human needs than those represented by the technocracy.

			What needs were served in the Minitel case? In one sense, the answer is obvious. Users pursued friendship and sexual encounters. But the role of anonymity in this case raises interesting questions about postindustrial society. The increasing impersonality of rationalized interactions opens up a vast sphere of anonymity in everyday life. The efficiency of these official and economic transactions appears to validate this new social form. But the functional role of anonymous encounters does not exhaust their significance in the psychic life of the individuals. Rationalized interactions are not a perfect substitute for other more personal interactions in the lost communities of earlier times. The affective surplus shows up in longing for community and, more ominously, in fantasies of sex and violence in popular culture.

			The Minitel was introduced to enhance postindustrial efficiency by enabling users to personalize anonymous requests for information relevant to the pursuit of “rational” ends such as business or academic success. But unwittingly the technocrats also made it possible to personalize other less “rational” requests, among which the most urgently pressing in an atomized society concerned human relations. Thus the system almost invited the hack to which it was subjected. In the process, its socio-technical form was altered: from a hierarchical system in which individuals connected individually to central hosts rich in informational content, it was effectively transformed into a commutative system in which everyone connected with everyone to communicate about personal affairs. Conceived as an electronic library accessed through the telephone network, the system took on the commutative social form of the telephone network as well.

			Critical Theory of Technology

			These experiences brought me to the realization that most of the Marxism I had learned as a student did not apply to the world in which I was living. Toward the end of the 1980s I decided to write a book in which I would settle accounts with my past beliefs. This became Critical Theory of Technology, published in 1991. The book was written on the cusp of the breakdown of communism. In fact, the page proofs came back with a request that I eliminate “USSR” except as a historical reference. I had made the transition from Marxism to philosophy of technology just as the Communist world disappeared.

			The lessons of my work with medicine and computers showed up in this book. These experiences demonstrated that issues Marx had associated with the factory had now spread throughout the society. David Noble and Harry Braverman had argued that deskilling was the social imperative central to industrial innovation. But Noble and Braverman were talking about factory work. The factory was no longer the sole locus of technical activity. We encountered the same pressures for deskilling and automation surrounding the introduction of the computer into education. Related problems appeared also in relation to online communication in France with the Minitel and in the United States with the internet. The contested shape of the online world testifies to the continuing differences between technical agendas corresponding to different interests and visions of life.

			These differences are still the occasion for struggles, but struggles of a new type. In my book, I generalized the Lukácsian theory of reification to take account of the tension between the technically rational form of the networks and the life process of the individuals shaped by this form. The concept of participant interests generalized the earlier notion of class interest in response to this new situation. Technical politics meant the democratization of technological society, a theme that relates significantly to the socialist project without being precisely identical to any earlier doctrine.

			Looking back on this book today, I find in it four fundamental ideas that continue throughout my work. I introduced the concept of “formal bias” to understand how a rational system could have discriminatory consequences. This is a difficult point, since we normally think of bias as the result of irrational emotions, false ideas, and unjustified privileges. The theory of the bias of technology depended on an idea I originally found in Marx but that I refined with concepts drawn from STS.12 Marx’s critique of political economy showed that market rationality produces class inequality despite its appearance of fairness and reciprocity. STS could be interpreted to extend a similar idea to technical rationality. Like the market, devices serve everyone equally, but their design is accommodated to the interests and visions of specific actors, sometimes at the expense of other actors with less power.

			The concept of formal bias depends on another fundamental idea drawn from STS. Technical disciplines describe the workings of technologies in causal terms drawn from natural science, but design is clearly underdetermined by natural law. Social factors intervene in the selection of successful designs from among a wide range of possible configurations. The underdetermination of design leaves room for a variety of socially biased solutions to the problems of an industrial society, including, potentially, a socialist solution.

			But unlike earlier Marxist arguments for the revolutionary replacement of one system by another, the critique of formal bias leads to an additive pattern of gradual change. The addition of care to cure or communicative functions to informational functions parallels many similar episodes in the history of technology. Technologies are not unified works of art, fixed at their origin once and for all. Rather, they consist in layers of functionality that gradually accumulate in response to the demands of the different actors with the power to influence their design.

			The French philosopher of technology Gilbert Simondon described two layering patterns (Simondon 1958). On the one hand, functions can be served by separate structures, each new function requiring a new structure. This pattern results in undesirable complexity and inefficiency. Consider, for example, the catalytic converter, which responds to new environmental constraints with an expensive attachment to the exhaust system. On the other hand, the structures of the artifact may be reconfigured to perform multiple functions as new functions are added. This pattern, which Simondon calls “concretization,” avoids needless complication and represents a progressive path of technological development. In my social appropriation of Simondon’s concept, I emphasize the role of concretizing innovations in reconciling actors with different agendas.

			The Center for Neurologic Study and the AIDS movement achieved concretizations in experimental design by seamlessly combining care and education with the search for new knowledge. Scientists and patients were reconciled in the new configuration. Computer conferencing is a concretization of transmission and filing technologies, combining in a single act sending messages and making them available to a user group. We designed terminal software in order to extend access to this system from the engineers who created it to executives with few computer skills, reconciling two very different types of users. A more serious conflict appeared at a later stage at the level of multimedia systems for education. The question concerned which of several alternatives was to serve as the core medium—text, as in our version of online education, or video, as in proposals for automation. It is still uncertain how this contest will play out. In the Minitel case the concretization was blocked at the keyboard. Although official actors and users could have been reconciled in a redesigned terminal suitable for both information retrieval and communication, this did not occur.

			Concretizations are particularly important in environmental politics. They make it possible to address environmental regulations without degrading technical performance. Victims of pollution, workers employing polluting technologies, and users of their products are reconciled in innovative designs that reduce the environmental impact of production without raising costs excessively.

			Since writing Critical Theory of Technology I have written a number of other books on social aspects of technology in which I have examined everything from James Bond films to the Japanese game of go, from ecology to the internet. In each case I explore the themes I have laid out here in one or another setting. Most recently I have begun writing at greater length about Heidegger, Marcuse, and the early Marx and Lukács. I am trying to revive radical social theory of modernity around the theme of technology, which has been ignored with few exceptions by major theorists.13

			Now that I have briefly explained my personal trajectory and these three case histories, I need to address a final question that has surely occurred to you. Are the similarities between these three cases due to the subjective orientation of the researcher, or do they reflect a general polarity between technical elites and users? I believe that in fact modern societies have a common structure rooted in the history of capitalism over a very wide range of institutions. It is therefore not surprising that it reappears in each of the cases I studied. In an attempt to get beyond the traditional Marxist focus on economics, I have taken a fresh look at the imbrication of power and technology in Marx’s theory of capitalism.

			This phenomenon appears most clearly in the origins of the factory system. The factory appears in Marx’s work as a system of technological domination, contradicting the standard deterministic view according to which industrialization was motivated entirely by the pursuit of efficiency and could not have developed otherwise than it did. But determinism ignores the social dimension of the development, characterized by class tensions that orient it in a specific direction.

			As leaders, the capitalists Marx described are restrained minimally by society, for example by laws that apply to everyone and by competitive pressures. Within the factory, the owner is fairly free to act as he wishes. The capitalist’s extraordinary freedom defines a new type of ownership, quite different from most earlier notions of property. In precapitalist societies, the owners of large estates were expected to fulfil religious, political, and charitable obligations to their tenants. But the capitalist version of ownership imposes only narrow responsibilities. The owner is granted the right of legitimate indifference to his workers and to the community in which his factory is located. This is what I call “operational autonomy,” the owner’s right to make decisions without consulting any overriding normative considerations or constituencies. Note that operational autonomy does not require private ownership. The same type of control may be exercised in a state owned or nonprofit institution.

			The power and indifference associated with operational autonomy has consequences for the progress of technology. Before factories were built, the textile trade in northern England was carried on through the putting-out system. The capitalist supplied raw materials to village workers, each with his own cottage garden and tools, and returned later to pick up the finished goods, which he then sold on markets in larger cities. The factory system shifted work from the family and the home to a central location owned by the capitalist. This new situation led to control problems. Supervision by business owners and their agents became necessary in order to prevent slacking off and theft. Once in charge of the work process, capitalists imagined various improvements that resulted in a much more parcelized division of labor. Work was deskilled to eliminate the need to hire skilled males. Soon women and children displaced them at lesser cost.

			The process was explained by Andrew Ure in 1835. He wrote, “By the infirmity of human nature it happens, that the more skilled the workman, the more self-willed and intractable he is apt to become, and of course, the less fit a component of a mechanical system, in which, by occasional irregularities, he may do great damage to the whole. The grand object therefore of the modern manufacturer is, through the union of capital and science, to reduce the task of his work people to the exercise of vigilance and dexterity” (Ure 1835, 18).

			Mechanization follows the manufacturing pattern. Some of the tasks divided between unskilled workers were assigned to machines. Control was also delegated to machines as we see especially in the case of the assembly line. According to Marx, production achieves its fully capitalist form through the mechanization of industry and the adaptation of technology to the requirements of capitalism. Thus the industrial model is the result of a social process, and the technology emerging from that process is class bound.

			As inheritors of this history, contemporary capitalist elites still have an unusual degree of autonomy. Premodern rulers were limited by custom and religion, and their responsibilities to the community extended far beyond those of a modern corporation or government agency. Apart from markets, laws, and regulations, these modern elites are subject to few constraints. But there is a more subtle intrinsic constraint arising from their hierarchical position in the organizations to which they belong: they must maintain that position in systems in which the subordinates have no intrinsic interest in their success.

			The structure of top-down control that evolved under capitalism reflects this imperative of modern organization whether it be in the public or private sector. The forms of sociability that impose this pattern emerged with capitalist manufacturing, which shattered the traditional structures and ethos of artisanal production. It continued with the bureaucratization of the state apparatus in both capitalist and communist countries. It has shaped the culture of the technical disciplines that serve the enterprise and the bureaucracy, and the technical codes in every field reflect these origins.

			The requirement of what I call “operational autonomy” dictates the style of technological design characteristic of industrialism. The goal is to inscribe top-down control in design and especially to perpetuate control over future technological choices. Such strategies prove “efficient” under capitalism, closing the circle and giving the illusion of neutral technical rationality. For example, where profit is the measure of success, technologies such as the assembly line easily prove their worth. But were the success of a worker-owned enterprise measured in terms that reflected workers’ interests, the boredom of assembly line work might be counted against it and another technology chosen. This approach shows how the formal rationality of the system is adapted to its social bias.

			One of the great questions of our time concerns how far the technological system can evolve toward a more democratic configuration as its bias is challenged from below. The cases I have described are moderately encouraging. They have in common the effectiveness of user agency in the dynamic situation of the introduction or development of new and complex systems. In each case users widen the range of needs the system represents.

			Our standard conception of politics today is inadequate because it does not recognize the political nature of such interventions. Politics is about war and peace, law and taxes, and is based on geographical representation. Today many of the most controversial issues that affect our lives involve technology, but the affected “communities” belong to technical networks that stretch across political jurisdictions. The concept of politics needs to be revised to take account of this new situation.

			Political theory has not yet made this adjustment. It has no answers to questions about technical representation. More worrisome still is its inability to grasp the antidemocratic implications of certain technological designs. Philosophical speculation on the nature of totalitarianism often overlooks the role of new techniques of surveillance, information management, and communication in making possible the one-party police state so disastrously prevalent in the twentieth century. Instead, the blame is laid at the feet of Plato and Rousseau! And few political theorists worry about the single most undemocratic feature of modern democracies, namely the use of broadcasting to spread lies and propaganda in the interests of established elites and their policies. Is the ambition of business to control the internet an issue for democratic theory? It certainly should be, although there is not much philosophical literature on this topic. Research in STS should address this situation and encourage a major reorientation of democratic theory.

			I should say a few words in conclusion about the relation between my work and the mainstream of STS. I clearly do not belong to that mainstream, although I have learned a great deal from it. What I find especially important is the dereifying impulse that lies behind the attempt to bring science and technology back into the human world. But I am astonished by the ambitious claims made on behalf of STS by many of its prominent advocates. I’m thinking especially of Bruno Latour, whose work I have followed with interest for many years. I sympathize with his desire to transcend the antinomies of culture and nature, subject and object, and I have learned from him the inextricable association of people and things. But I do not believe the antinomies can be transcended by a new terminology and a new method of empirical research. What is more, the cost seems to be giving up the entire tradition of social theory. This is where I have real problems.

			I do not believe the tradition is exhausted. There are rich analyses in the tradition and valuable concepts that we should develop further rather than junk. If I were to put my argument in Latour’s terms, I would say that he has underestimated the methodological implications of one key difference between modernity and premodernity, namely the fantastic success of modern societies in converting “mediators” into “intermediaries”—that is, in stabilizing certain key social relations in so many different ways that a “shorthand” for the results is not only perfectly adequate but essential to understanding.

			Democratization involves destabilizing those relations in smaller or larger ways, a process that is almost impossible to conceive without acknowledging and criticizing the stability that has been achieved. This is why sociological concepts describing these stabilized relations, notions such as modernization, rationalization, capitalism, management, class, power, interest, ideology, propaganda, racism, are more important than ever.

			Is it possible to work with these concepts without recapitulating what many in STS now see as the essentialist mistakes of the past? I believe it is, that basic sociological concepts can be reconstructed in new ways. Indeed, sophisticated Marxist theorists such as Marx himself and the early Lukács undertook this task long before STS, albeit in a different theoretical context. In conclusion, consider the six concepts I have introduced here to formulate my own critical approach while avoiding essentialism: rationality, participants’ interests, technical codes, operational autonomy, formal bias, and underdetermination.

			
					Rationality. Rational procedures embodied in social institutions and technologies are distinguished by characteristics such as precision, standardization, and rules of equivalence. Rationality in this sense cannot be understood in the same terms as other social activities because its logical form makes possible unique achievements such as technical disciplines and the technologies based on them, large scale markets, and so on. At a certain density these achievements give rise to modernity.

					Participant Interests. These interests do not presuppose an essentialist definition of agents independent of their technical involvements but are relative to the networks in which the agents participate, either actively as users and workers or passively as victims, for example, of pollution or other side effects.

					Technical Code. This concept refers us to culturally and socially established regularities shaping the design of technologies and systems. Technical codes are secured at many levels—ideological, normative, technical—and therefore persist with great stability from one situation to another, one generation of technology to the next.

					Operational Autonomy. The Foucauldian critique of power as a substantial attribute of individuals was anticipated long ago by certain aspects of Marx’s work. Power is a function of the organization of the collective of workers and tools, which distributes it more or less symmetrically. Operational autonomy is the highly asymmetrical distribution inscribed in the industrial technical code. It describes a system in which coordination requires top-down control.

					Formal Bias. This concept articulates the political implications of unequal control over technological design exercised by the relevant (and irrelevant) actors. With this concept it is possible to attribute socially specific “values” to technology without condemning technology as such. Operational autonomy determines a bias that is strictly formal, dependent only on the structure of the collective and not on particular substantive interests, with the exception of the interest in perpetuating operational autonomy itself.

					Underdetermination. This concept makes it possible to explain the intersection of participant interests and the established technical disciplines in technically sound solutions to technical problems. Underdetermination makes room for structural constraints such as operational autonomy and actors’ preferences, both in the form of technical codes and more punctual interventions in the design process.

			

			These six concepts form a bridge between the methodological apparatus of STS and the insights of the critical tradition in social and political thought. They open the way from what Wiebe Bijker has called the “academic detour” of STS back to the main road of democratic political theory.

		

	
		
			Chapter Two

			Ten Paradoxes of Technology1

		

		
			Though we may be competent at using many technologies, most of what we think we know about technology in general is false. Our error stems from the everyday conception of things as separate from each other and from us. In reality, technologies belong to an interconnected network, the nodes of which cannot exist independently. What is more, we tend to see technologies as quasi-natural objects, but they are just as much social as natural, just as much determined by the meanings we give them as by the causal laws that rule over their powers. The errors of common sense have political consequences in domains such as development, medicine, and environmental policy. In this chapter, I summarize many of the conclusions philosophy of technology has reached, reflecting on the reality of our technological world. These conclusions appear as paradoxes judged from our everyday perspective.

			This chapter presents a philosophy of technology. It draws on what we have learned in the last thirty years as we abandoned old Heideggerian and positivist notions and faced the real world of technology. It turns out that most of our commonsense ideas about technology are wrong. This is why I have put my ten propositions in the form of paradoxes, although I use the word loosely here to refer to the counter-intuitive nature of much of what we know about technology.

			1. The Paradox of the Parts and the Whole

			Do birds fly because they have wings or have wings because they fly? Martin Heidegger once asked a similar question. The question seems silly, but it offers an original point of entry for reflection on technology and development.

			Birds appear to be equipped with wings, and it is this that explains their ability to fly. This is the obvious commonsense answer to Heidegger’s question. But this answer has implications that are less than obvious. Although our intuitions tell us birds belong in the air, our language seems to say that they are separate from the environment on which they act and even separate from the “equipment” they use to cope with that environment. Birds use wings to fly in something like the way in which we humans use airplanes.

			Pursuing the analogy, we could say that if birds did not have wings, they would be just as earthbound as were humans before the Wright brothers—or was it Santos Dumont?—invented the airplane. But this makes no sense. Although there are a few species of flightless birds, most birds could not survive without flying. Flying is not just something birds do; it is their very being.

			A better analogy to birds’ flight would be human language. Although languageless humans do exist, they lack an essential aspect of what it is to be human. Language is not properly understood as a tool humans use to communicate, because without it they are not fully human. Language, like flight for birds, is essential in a way tools are not. One can pick up and put down a tool, but humans can no more abandon language than birds can abandon flight.

			Pushed to the extreme, the commonsense answer to Heidegger’s puzzling question breaks down. Of course, we usually do not fall into such absurdities when talking about animals, but the misleading implications of ordinary language do reflect our inadequate commonsense understanding of technology. This has consequences I will discuss in the rest of this chapter.

			Heidegger’s second option, that birds have wings because they fly, challenges us in a different way. It seems absurd on the face of it. How can birds fly unless they have wings? So flying cannot be the cause of wings unless an effect can precede a cause.

			If we are going to make any sense of Heidegger’s point, we need to reformulate it in less paradoxical language. Here is what he really means. Birds belong to a specific niche in the environment. That niche consists of treetops in which to dwell, insects to eat, and so on. It is only available to a specific type of animal with a specific type of body. Flying, as a necessary property of an organism that occupies this particular niche, requires wings rather than the other way around, as common sense would have it.      
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					Figure 2.1. Carburetor

					Reproduced with permission from Walter Murch

				

			

			This is a holistic conception of the relation of the animal to its environment. We are not to think of birds, insects, and trees as fully separate things but rather as forming a system in which each relates essentially to the other. But this is not an organic whole the parts of which are so intimately connected they can only be separated by destroying the organism. In the case of an animal and its niche, separation is possible, at least temporarily, although it threatens the survival of the animal and perhaps of other elements of the environment dependent on it.

			These relationships are bit like those of a part of a machine to the whole machine. The part can be separated from the whole, but it then loses its function. A tire that has been removed from a car continues to be a tire, but it cannot do the things tires are meant to do. Following Heidegger’s thought, it is easy to see that the form and even the existence of tires such as we know them depends on the whole car they are destined to serve. And the reciprocal also holds: car and tire are mutually interdependent. The car is not just assembled from preexisting parts, since the nature of the parts is derived from the design of the car and vice versa. The car does not ride on the road because it has tires. Rather, the tires belong to the car because the car rides on the road.

			I will call this the paradox of the parts and the whole: The apparent origin of complex wholes lies in their parts, but paradoxical though it seems, in reality the parts find their origin in the whole to which they belong. I want to illustrate this paradox with two images, each of which exemplifies the two answers to Heidegger’s question in graphic terms.

			The first of these images shows a carburetor in a manufacturer’s catalogue. As you can see, it is a wonder of sharp-edged surfaces and smooth curves in cold, shiny steel. It is completely separate from its environment and fulfills the dream of reason, the dream of pure order. Now look at this second image by the painter Walter Murch. We are once again in the presence of a carburetor, but this time it is portrayed as a warm and fuzzy object that blurs into the air around it. It is compared subtly with a sprouting onion over to the left, which establishes a scale that contradicts its strangely monumental aspect. This is a romantic rather than a rationalistic image. It hints at the history and the connectedness of the thing rather than emphasizing its engineering perfection.

			Which image is truer to life? I prefer Murch’s, which I used as cover art for a book called Questioning Technology (1999). Murch sets us thinking about technology’s complexity, the environment in which it functions, the history out of which it arises, rather than answering the question in advance with a nod to its supposedly pure rationality.

			Examples that confirm the point are easy to find. A technology imported or imitated from a developed country is implanted in a new environment in a less-developed country. It is expected that it will perform in the same way everywhere, that it is not a local phenomenon bound to a particular history and environment. In this respect, technologies differ from such rooted phenomena as customs or language. Difficult though it be to transfer Western industrial technology to a poor country, it is far easier than importing such things as a different cuisine or different relations between men and women or a different language. So we say that technology is universal in contrast to these particular and local features.

			And this is usually correct to a considerable extent. Of course, it makes no sense to send tractors to farmers who have no access to gasoline. Such gross mistakes are occasionally made, but for the most part the problems are more subtle and are often overlooked for a long time. For example, industrial pollutants that were evacuated safely by a good sewage system in a rich country may poison wells in a new, much poorer, locale. Differences in culture too pose problems. The keyboards of the typewriters and computers Japan imported from the West could not represent its written language. Before a technical adaptation was found, some Japanese concluded that modernization would require the adoption of English!

			Good sewage systems and Roman alphabets form a niche essential to the proper functioning of these technologies, just like the water in which fish swim. Technologies resemble animals in belonging to a specific niche in a specific society. They do not work well, if at all, outside that context. But the fact that technologies can be detached from their appropriate niche means they can be imported without bringing along all the contextual elements necessary for their proper functioning. Technologies can be plucked from the environment in which they originated and dropped into a new environment without afterthoughts. But this can be a formula for disaster.

			Consider the adoption of the private automobile by China as a primary means of transportation. In February 2009, auto sales in China surpassed those in the United States for the first time. China is now the largest market for private cars in the whole world. This is not surprising given the size of China’s population. But for that very same reason, it was foolish to commit so many resources to the automobile. Automobiles are a very inefficient means of transportation. They consume a great deal of fuel for every passenger mile driven and cause deadly pollution. Mistakes such as this occur because policymakers fail to realize the dependence of the parts on the whole. In this, they resemble ordinary people everywhere in modern societies. Our common sense misleads us into imagining that technologies can stand alone.

			2. The Paradox of the Obvious

			Why do we think like this? Why does common sense tend to validate the first of the two images I have presented? I find the answer to these questions in another paradox, which I will call the paradox of the obvious. Here is a general formulation: What is most obvious is most hidden. An amusing corollary dramatizes the point: fish do not know that they are wet. Now, I may be wrong about fish, but I suspect that the last thing they think about is the medium of their existence, water, the niche to which they are so perfectly adapted. A fish out of water quickly dies, but it is difficult to imagine fish enjoying a bath. Water is what fish take for granted, just as we human beings take air for granted. We know that we are wet because water is not our natural medium. It exists for us in contrast to air. But like fish who do not know they are wet, we do not think about the air we breathe.

			We have many other experiences in which the obvious withdraws from view. For example, when we watch a movie we quickly lose sight of the screen as a screen. We forget that all the action takes place in the same spot at a certain distance in front of us on a flat surface. A spectator unable to ignore the obvious would fail to foreground the action of the film and would remain disturbingly conscious of the screen. The medium recedes into the background and what we notice in the foreground are the effects it makes possible. This explains why we see the possession of wings as the adequate explanation of flying and why it looks to us like machines are composed of independent parts.

			3. The Paradox of the Origin

			Our forgetfulness also blinds us to the history of technical objects. These objects differ from ordinary things and people in the way they relate to time. This person, that book, the tree behind our house all have a past, and that past can be read on his wrinkled and smiling face, the dog-eared pages of the book, the stump of the branch that broke from the tree in the last storm. In such cases, the presence of the past in the present seems to us unremarkable.

			But technologies seem disconnected from their past. We usually have no idea where they came from, how they developed, the conditions under which the decisions were made that determined their features. They seem self-sufficient in their rational functioning. An adequate explanation of any given device appears to consist in tracing the causal connections between its parts.

			In reality, there is just as much history to an electric toaster or a nuclear power plant as there is to persons, books, and trees. No device emerged full blown from the logic of its functioning. Every process of development is fraught with contingencies, choices, alternative possibilities. The perfecting of the technical object obliterates the traces of the labor of its construction and the social forces that were in play as its design was fixed. It is this process that adjusts the object to its niche and so the occlusion of its history contributes to the forgetfulness of the whole to which it belongs. I call this the paradox of the origin: Behind everything rational there lies a forgotten history.

			Here is an example with which we are all familiar. What could be more rational than lighted exit signs and outward opening doors in theaters? Yet in the United States these simple life-saving devices were not mandated by any law or regulation until the famous Iroquois Theater fire in Chicago in 1903. Some six hundred people died trying to find and open the exits. Thereafter, cities all over the country introduced strict safety regulations. Today we do not take much notice of exit signs and doors, and certainly few theatergoers have an idea of their origin. We think, if we think at all, that they are surely there as useful precautions. But the history shows that this is not the full explanation. A contingent fact, a particular incident, lies behind the logic of theater design.

			4. The Paradox of the Frame

			There is a corollary of the paradox of the origin. I call this fourth paradox, the paradox of the frame and formulate it as follows: Efficiency does not explain success; success explains efficiency. This is counter-intuitive. Our common sense tells us that technologies succeed because they are good at doing their job. Efficiency is the measure of their worth and explains why they are chosen from among the many possible alternatives. But the history of technology tells a different story.

			Often at the beginning of a line of development none of the alternatives works very well by the standards of a later time when one of them has enjoyed many generations of innovation and improvement. When we look back from the standpoint of the improved device we are fooled into thinking its obvious superiority explains its success. But that superiority results from the original choice that privileged the successful technology over the alternatives and not vice versa. So what does explain that choice?

			Again, the history of technology helps. It shows that many different criteria are applied by the social actors who have the power to make the choice. Sometimes economic criteria prevail, sometimes technical criteria such as the “fit” of the device with other technologies in the environment, sometimes social or political requirements of one sort or another. In other words, there is no general rule under which paths of development can be explained. Explanation by efficiency is a little like explaining the presence of pictures in a museum by the fact that they all have frames. Of course all technologies must be more or less efficient, but that does not explain why they are present in our technical environment. In each case, only a study of the contingent circumstances of success and failure tells the true story.

			5. The Paradox of Action

			This brings me to my fifth paradox, which I call the paradox of action. I think of this as a metaphoric corollary of Newton’s third law of motion. Newton’s law states that for every action there is an equal and opposite reaction. This law is verified every time two billiard balls bounce off each other. My corollary applies this model to human behavior. It most obviously applies in interpersonal relations where anger evokes anger, kindness kindness, and so on. Every one of our acts returns to us in some form as feedback from the Other. But this means that in acting we become the object of action.

			In more formal philosophical language the paradox of action says that human beings can act only on a system to which they themselves belong. Because we belong to the system any change we make in it affects us too. This is the practical significance of our existence as embodied and social beings. Through our body and our social belonging we participate in a world of causal powers and meanings we do not fully control. We are exposed through our body to the laws of nature. And we are born into a cultural world we largely take as given. In short, we are finite beings. Our finitude shows up in the Newtonian reciprocity of action and reaction.

			But technical action appears to be non-Newtonian, an exception to the rule of reciprocity. When we act technically on an object there seems to be very little feedback to us, certainly nothing proportionate to our impact on the object. But this is an illusion, the illusion of technique. It blinds us to three reciprocities of technical action. These are causal side effects of technology, changes in the meaning of our world and in our own identity.

			It is only when we narrowly define the relevant zone of action that we appear to be independent of the objects on which we act technically. In context, action always conforms to my version of Newton’s law and comes back to affect the actor. The illusion of independence arises from the nature of technical action, which dissipates or defers causal feedback from the object. Indeed, the whole point of technology is to change the world more than the actor. It is no accident that the gun harms the rabbit but not the hunter, that the hammer transforms the stack of lumber but not the carpenter. Tools are designed to focus power outward, on the world, while protecting the tool user from that equal and opposite reaction Newton proclaimed.

			But Newton cannot be defied for long. In one way or another, the reaction will manifest itself. In the case of pollution, all one need do to identify the reaction is to enlarge the context in space and time and wait for the chickens to come home to roost. Barry Commoner’s ecological corollary of Newton’s law declares that “everything goes somewhere.” Indeed, all the poisons produced by industry end up in someone’s backyard even if it takes years to notice. As technology grows more powerful, its negative side effects become more difficult to ignore and finally it is impossible to ignore the dangers they create.

			This observation brings us back to our first three paradoxes. The paradox of the parts and the whole states the importance of the niche or context. That niche must include a way of absorbing the impact of the technology, including its waste products. But attention to this aspect of technology is obscured by a narrow conception of technical action. The paradox of the obvious works against recognizing this connection. The feedback that is invisible in the immediate zone of action becomes visible when a wider or longer-range view is available. The paradox of the origin wipes the slate clean and obscures the history in which past feedback influenced current designs.

			In modern society, technologies are perceived as purely instrumental and separate from their past, the environment in which they function, and their operator, like those wings that cause birds to fly. But these apparent separations hide essential aspects of technology, as we have seen. I have called ignorance of this principle the illusion of technology.

			This illusion is less of a problem in traditional societies. There craft knowledge and everyday experience are in constant communication. The lessons learned from using technical devices are absorbed into the craft tradition where they limit and control technical activity. From a modern standpoint this appears to be an obstacle to development, but there may be wisdom in restraint. Certainly our recent experience with technologies such as nuclear weapons and toxic chemicals indicate a need for restraint.

			But this is not the way most modern technology has developed. Under capitalism, control of technology is no longer in the hands of craftspeople but is transferred to the owners of enterprise and their agents. Capitalist enterprise is unusual among social institutions in having a very narrow goal—profit—and the freedom to pursue that goal without regard for consequences. Once technology has been delivered over to such an institution, the lessons of experience are ignored. Workers, users of technology, victims of its side effects, all are silenced throughout the industrialization process. Technological development can proceed without regard for the more remote aspects of its own context. This makes possible the development of sophisticated technical disciplines and very rapid progress but with unfortunate side effects. In communist countries, this same pattern prevailed under government control where the goal assigned to state enterprises—meeting a quota—was similarly narrow.

			Instead of correcting the illusion of technology, modern societies take that illusion for reality. They imagine they can act on the world without consequence for themselves. But only God can act on objects from outside the world, outside the system on which he acts. All human action, including technical action, exposes the actor. The illusion of godlike power is dangerous.

			When Robert Oppenheimer witnessed the explosion of the first atom bomb a quotation from the Baghavad Gita flashed through his mind: “I have become death, the shatterer of worlds.” But soon he was attempting to negotiate disarmament with Moscow. He realized the shatterer could be shattered. Presumably, Shiva, the god of death, does not have to worry about the Russians.

			Our actions not only come back to us through causal feedback, they also change the meaning of our world. The most dramatic examples of such transformations of meaning occur around new technologies of transportation and communication. Railroads and later automobiles and airplanes have radically diminished the experience of distance. Regions once remote were suddenly made close by these technologies. The spatial coordinates of our lives, what we mean by “far” and “near,” are completely different from what they were for all of human history before these inventions were introduced. Added to these changes, electronic communication has radical consequences as a multicultural world gradually emerges from the monocultures of old. Ordinary people now know more about foreign lands and cultures from movies, encounters with immigrants, and tourism than all but a few adventurers and colonial administrators a century ago. What is more, such familiar distinctions as those between public and private, work and home, are subverted as new technology brings the office into domestic spaces and extrudes creative activities and private fantasies into public arenas.

			Even the meaning of nature is subject to technological transformation. Take ultrasound, for example. It allows the sex of the fetus to be identified early in pregnancy. Relatively few parents abort fetuses because of their sex, but the fact that this is possible at all transforms an act of God into a human choice. What formerly was a matter of luck can now be planned. Even choosing not to use the information has become a choice in favor of “nature” whereas before no choice was involved. Our society is now capable of technologizing reproduction and has thus changed its meaning for everyone, including those who do not use the technology.

			6. The Paradox of the Means

			The paradox of action also holds in the case of identity. The hunter kills a rabbit with his gun and all he feels is a little pressure from the kickback of the weapon. But the rabbit is dead. There is an obvious disproportion between the effect of the action on the actor and his object. But the action does have significant consequences for the hunter. His identity is determined by his acts. That is to say, he is a hunter insofar as he hunts. This reverse action of technology on identity is true of everyone’s productive activity in one way or another. In sum, you are what you do.

			Consumer society has brought the question of identity to the fore in another way. The technologies we use in daily life, such as automobiles, iPods, and mobile phones signify us as the kind of people we are. We now “wear” our technologies just as we wear clothes and jewelery, as forms of self-presentation. Today, not only are you what you do, but even more emphatically you are what you use.

			These observations suggest a sixth paradox, the paradox of the means, which follows directly from the paradox of action: The means are the end. There is a weaker version of this paradox with which everyone is familiar. It is obvious that means and ends are not completely independent of each other. Common sense tells us not to expect much good to come of using bad means even if the ends we have in view are benign. But my formulation is more radical. The point is not that means and ends are related, but that they are in fact one and the same over a wide range of technological issues. By this I mean that the changes in meaning and identity discussed above, and not its ostensible purpose, are often the most important effect of technological change.

			Consider the example of the automobile. Automobile ownership involves far more than transportation. It symbolizes the owner’s status. In poor countries, it has an even greater symbolic charge than in rich ones, signifying the achievement of modernity and its vision of a rich and fulfilling life. It cannot be said in such cases that the means are separate from the ends. Possession of the means is already an end in itself because identity is at stake in the relation to technology.

			7. The Paradox of Complexity

			This brings me to a seventh paradox, the paradox of complexity, which can be succinctly stated: Simplification complicates. This corollary of the paradox of action flows from the nature of technology. As we have seen, technologies can be removed from their context and transferred to alien locales. But more profoundly considered, technology is in some sense already decontextualized even before it is transferred, even in its normal setting. By this I mean that creating a technology involves abstracting the useful aspects of materials from their natural connections. This constitutes a radical simplification of those materials, so radical in fact that it must be compensated by a recontextualization in a new technological niche, where we find them transformed in a finished and working device. But the recontextualization is not always completely successful.

			Here is an example. To make the paper on which this book is printed, trees were removed from their place in the ecology of the forest and reduced to simplified raw materials. They were then transformed to become useful in a new context, the context of contemporary writing practices. That new context brought with it all sorts of constraints, such as size, thickness, compatibility with current printers, and so on. We recognize the paper as belonging to this new context.

			But the process of decontextualizing and recontextualizing technical objects sometimes results in unexpected problems. In the case in point, paper making employs dangerous chemicals, and its poorly regulated pursuit causes air pollution and immense harm to rivers and their inhabitants. In sum, in simplifying, technological projects such as paper making produce new complications.

			This is why context matters. Ignorance of context is especially prevalent in developing societies that receive a great deal of transferred technology. Blindness to context and consequence is the rule in such cases. Technologies adapted to one world disrupt another world. These complications become the occasion for popular reactions and protests as they impinge on the health and well-being of ordinary people. This proposition is tested over and over in one developing society after another. Where popular reaction leading to correctives is effectively suppressed, as it was in the Soviet Union, the consequences of development can be catastrophic: severe chemical pollution of the air, water, and soil; extensive radioactive contamination; and declining fertility and life expectancy.

			8. The Paradox of Value and Fact

			As it grows more powerful and pervasive, it becomes more and more difficult to insulate technology from feedback from the underlying population. Workers, users, victims, and potential victims all have their say at some point. Their feedback, provoked by maladaptation, negative side effects or unrealized technical potential, leads to interventions that constrain development and orient its path.

			Once mobilized to protect themselves, protesters attempt to impose the lessons of experience with technologies on the technical experts who possess the knowledge necessary to build working devices in a modern society. It appears superficially that technical knowledge and everyday experience, two separate things, interact in a clash of opposites. Technical experts sometimes decry what they think of as ideological interference with their pure and objective knowledge of nature. They protest that values and desires must not be allowed to muddy the waters of fact and truth. Protesters may make the corresponding error and denounce the experts in general while nevertheless employing their technology constantly in everyday life.

			But in fact technical knowledge and experience are complementary rather than opposed. Technical knowledge is incomplete without the input from experience that corrects its oversights and simplifications. Public protests indirectly reveal the complications unintentionally caused by those simplifications—that is, aspects of nature so far overlooked by the experts.

			Protests work by formulating values and priorities. Demand for such things as safety, health, skilled employment, recreational resources, and aesthetically pleasing cities testify to the failure of technology to adequately incorporate all the constraints of its environment. Eventually those values will be incorporated into improved technical designs and the conflict between the public and its experts will die down. Indeed, in years to come the technical experts will forget the politics behind their reformed designs, and when new demands appear they will defend them as a product of pure and objective knowledge of nature!

			Values cannot enter technology without being translated into technological language. Simply wishing away inconvenient technical limitations will not work. The results of such a voluntaristic approach are disastrous, as the Chinese discovered in the Cultural Revolution. For something useful to come out of public interventions, experts must figure out how to formulate values as viable technical specifications. When that is accomplished, a new version of the contested technologies can be produced that is responsive to its context. In the process, values are translated into technical facts and the technology fits more smoothly into its niche.

			The structure of this process is a consequence of a technology cut off to a considerable extent from the experience of those who live with it and use it. But the experience of users and victims of technology eventually influences the technical codes that preside over design. Early examples emerge in the labor movement around health and safety at work. Later, such issues as food safety and environmental pollution signal the widening circle of affected publics. Today, as we have seen, such interactions are becoming routine and new groups emerge frequently as “worlds” change in response to technological change. This overall dynamic of technological change closes the circle described in the paradox of action: what goes around comes around. And because we have experience and are capable of reflecting on it, we can change our technologies to safeguard ourselves and to support the new activities they make possible.

			Sometimes the problem is not the harm technology does but the good it might do if only it were reconfigured to meet unmet demands. This case is exemplified by the internet. It was created by the US military to test a new type of networked computer time sharing. But email was introduced without official sanction and taken up by users. Since then, one generation of users after another has developed and explored new ideas for social interaction on the internet. Home pages were followed by web forums and web forums by social sites dedicated to music sharing and photography. These sites were integrated into blogs and now social sites such as Facebook and Twitter have emerged, pulling together many social resources. At each stage, programmers have worked to accommodate the new demands of users with the corresponding technical solutions. This is a process repeated endlessly as technologies develop.

			This leads me to my eighth paradox, which I will call the paradox of value and fact: Values are the facts of the future. Values are not the opposite of facts, subjective desires with no basis in reality. Values express aspects of reality that have not yet been incorporated into the taken-for-granted technical environment. That environment was shaped by the values that presided over its creation. Technologies are the crystallized expression of those values. New values open up established designs for revision.

			9. The Democratic Paradox

			Social groups form around the technologies that mediate their relations, make possible their common identity, and shape their experience. We all belong to many such groups. Some are defined social categories, and the salience of technology to their experience is obvious. A worker in a factory, a nurse in a hospital, a truck driver in his truck is each a member of a community that exists through the technologies the community employs. Consumers and victims of the side effects of technology form latent groups that surface when their members become aware of the shared reasons for their problems. The politics of technology grows out of these technical mediations that underlie the many social groups that make up society. Such encounters between the individuals and the technologies that connect them proliferate with consequences of all sorts. Social identities and worlds emerge together and form the backbone of a modern society.

			In the technology studies literature, this is called the “co-construction” of technology and society. The examples cited here show this “co-construction” resulting in ever tighter feedback loops, like the “Drawing Hands” in M. C. Escher’s famous print of that name. I want to use this image to discuss the underlying structure of the technology-society relationship.

			Escher’s self-drawing hands are emblematic of the concept of the “strange loop” or “entangled hierarchy” introduced by Douglas Hofstadter in his book Gödel, Escher, Bach: An Eternal Golden Braid (1979). The strange loop arises when moving up or down a logical hierarchy leads paradoxically back to the starting point. A logical hierarchy in this sense can include a relationship between actors and their objects, such as seeing and being seen or talking and listening. The active side stands at the top and the passive side at the bottom of these hierarchies.
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					Figure 2.2. Drawing Hands, M. C. Escher (1948)

					Reproduced with permission from the M. C. Escher Foundation

				

			

			The famous liar’s paradox is an example of a strange loop in which top and bottom trade places. Like all statements, the statement “This sentence is false” refers to an object. The statement itself is the actor at the top of the hierarchy. But the object to which it refers is also itself and in describing itself as false it reverses the direction of action. When one claims that something is false, that claim is the actor and what it describes as false is the object. But that object is itself. Now the sentence is only true if it is false and false if it is true. A strange loop indeed!

			In the Escher print, the paradox is illustrated in a visible form. The hierarchy of “drawing subject” and “drawn object” is “entangled” by the fact that each hand plays both functions with respect to the other. If we say the hand on the right is at the top of the hierarchy, drawing the hand on the left, we come up against the fact that the hand on the left draws the hand on the right and so is also located at the top level. Thus neither hand is at the top or both are, which is contradictory.

			On Hofstadter’s terms, the relation between technology and society is an entangled hierarchy. Insofar as social groups are constituted by the technical links that associate their members, their status is that of the “drawn” object in Escher’s scheme. But they react back on those links in terms of their experience, “drawing” that which draws them. Once formed and conscious of their identity, technologically mediated groups influence technical design through their choices and protests. This feedback from society to technology constitutes the democratic paradox: The public is constituted by the technologies that bind it together, but in turn, it transforms the technologies that constitute it. Neither society nor technology can be understood in isolation from each other because neither has a stable identity or form.

			This paradox is endemic to democracy in general. Self-rule is an entangled hierarchy. As the French revolutionary Saint-Just put it, “the people are a submissive monarch and a free subject” (Saint-Just 1963, 39). Over the centuries since the democratic paradox was first enacted, its reach has extended from basic political issues of civil order and defense to embrace social issues such as marriage, education, and health care.

			The process of extending democracy to technology began with the labor movement. It called attention to the contradiction between democratic ideology and the tyranny of the factory. This was the first expression of a politics of technology at a time when technical mediation was still confined to a single sector of society. The dream of control of the economy by those who build it with their brains and hands has never been fully realized. But today, around the many issues raised by technology, something very much like that dream is revived in new forms. Those who demand environmentally compatible production, a medical system more responsive to patient needs, a free and public internet, and many other democratic reforms of technology, follow in the footsteps of the socialist movement whether they know it or not. They are broadening democratic claims to cover the whole social terrain incorporated into the technological system.

			10. The Paradox of Conquest

			Hofstadter’s scheme has a limitation that does not apply in the case of technology. The strange loop is never more than a partial subsystem in a consistent, objectively conceived universe. Hofstadter evades ultimate paradox by positing an “inviolate level” of strictly hierarchical relations above the strange loop that makes it possible. He calls this level “inviolate” because it is not logically entangled with the entangled hierarchy it creates. The person who says “This sentence is false” is not entangled in the paradox she announces. In the case of the Escher drawing, the paradox only exists because of the non-paradoxical activity of the actual printmaker, Escher, who drew it in the ordinary way without himself being drawn by anyone.

			The notion of an inviolate level has its place in logic but not in life in a technological society. In fact the illusion of technique is precisely defined by this notion. This illusion gives rise to the popular belief that through technology we “conquer” nature. But human beings are natural beings and so the project of conquest is inherently paradoxical. This tenth paradox of conquest was succinctly formulated in another context by F. Scott Fitzgerald: “the victor belongs to the spoils” (2009, epigraph). The conqueror of nature is despoiled by its own violent assault. This paradox has two implications. On the one hand, when “humanity” conquers nature, it merely arms some humans with more effective means to exploit and oppress other humans who, as natural beings, are among the conquered subjects. On the other hand, as we have seen, actions that harm the natural environment come back to haunt the perpetrators in the form of pollution or other negative feedback from the system to which both conqueror and conquered belong. In sum, the things we as a society do to nature are also things we do to ourselves.

			In reality there is no inviolate level, no equivalent of “Escher” in the real world of co-construction, no godlike agent creating technology and society from the outside. All the creative activity takes place in a world that is itself created by that activity. Only in our fantasies do we transcend the strange loops of technology and experience. In the real world there is no escape from the logic of finitude.

			Conclusion

			The ten paradoxes form a philosophy of technology that is remote from current views but corresponds more nearly to experiences we have with increasing frequency. In rich countries the internet and the environment are the two domains in which the paradoxes are most obviously at work. The many disorders of development illustrate their relevance in the rest of the world. Everywhere technology reveals its true nature as it emerges from the cultural ghetto in which it was confined until recently. Today technological issues routinely appear on the front pages of the newspapers. Fewer and fewer people imagine they can be left to the experts to decide. This is the occasion for the radical change in our understanding of technology. The institutionalized abstractions of the corporations and the technical professions are no longer the only standpoint from which to understand technology. Now it is more and more in the foreground of our everyday activities and provokes renewed philosophical reflection.

			Here in conclusion is the list of the ten paradoxes. Let us hope they soon cease to feel paradoxical and become the new common sense.

			
					The paradox of the parts and the whole: The apparent origin of complex wholes lies in their parts, but in reality the parts find their origin in the whole to which they belong.

					The paradox of the obvious: What is most obvious is most hidden.

					The paradox of the origin: Behind everything rational there lies a forgotten history.

					The paradox of the frame: Efficiency does not explain success; success explains efficiency.

					The paradox of action: In acting we become the object of action.

					The paradox of the means: The means are the end.

					The paradox of complexity: Simplification complicates.

					The paradox of value and fact: Values are the facts of the future.

					The democratic paradox: The public is constituted by the technologies that bind it together, but in turn, it transforms the technologies that constitute it.

					The paradox of conquest: The victor belongs to the spoils.

			

		

	
		
			Chapter Three

			What Is Philosophy of Technology?1

		

		
			In this chapter I will attempt to answer the question posed in my title from two standpoints, first historically and then in terms of contemporary options in the field, the various different theories that are currently under discussion.2 But before I begin, I would like to clear up a common misunderstanding: philosophy of technology is not a branch of philosophy of science. Science and technology share a similar type of rationality based on empirical observation and knowledge of natural causality, but technology is concerned with usefulness rather than truth. Where science seeks to know, technology seeks to control. However, this is by no means the whole story.

			Our image of premodernity is shaped by the struggles between science and religion in the early modern period. From those struggles we derive the notion that traditional societies restrict questioning of their basic customs and myths. In the premodern West, the principle of authority was the basis not just for church doctrine but for knowledge of the world as well. Modern societies emerge from the release of the power of questioning against such traditional forms of thought. The eighteenth-century Enlightenment demanded that all customs and institutions justify themselves as useful for humanity. Under the impact of this demand, science and technology become the new basis for belief. Eventually, technology becomes omnipresent in everyday life and scientific-technical modes of thought predominate over all others.3 In a mature modern society, technology is taken for granted, much as were the customs and myths of traditional society. Scientific-technical rationality has become a new culture.

			This culture is clearly “useful” in all its details in the sense the Enlightenment demanded, but it is now so all encompassing that larger questions can be asked about its value. We judge our technological civilization as more or less worthy, more or less ethically justified, more or less fulfilling. Modernity itself authorizes, even demands, such judgment. We need to understand ourselves today in the midst of technology, and neither scientific nor technical knowledge can help us. Insofar as our society is technological at its basis, philosophy of technology is its theoretical self-awareness. Philosophy of technology teaches us to reflect on what we take for granted most of all, that is, the rationality of modernity. The importance of this perspective cannot be overestimated.

			Greek Origins

			The question of technology is raised at the very origins of Western philosophy, not as we pose it today, of course, but at a metaphysical level. Philosophy begins in ancient Greece by interpreting the world in terms of the fundamental fact that humanity is a laboring animal constantly at work transforming nature. This fundamental fact shapes the basic distinctions that prevail throughout the tradition of Western philosophy.4

			The first of these is the distinction between what the Greeks called physis and poiēsis. Physis is usually translated as nature. For the Greeks, nature creates itself, emerges from out of itself. But there are other things in the world, things that depend on humans to come into being. Poiēsis is the practical activity of human production. We call the beings so created artifacts and include among them the products of art, craft, and social convention.

			The word technē in ancient Greek signifies the knowledge or the discipline associated with a form of poiēsis. For example, sculpture is a technē that creates out of stone; carpentry is a technē that builds from wood. Each technē includes a purpose and a meaning for its artifacts. For the Greeks, technai show the “right way” to do things in a very strong, even an objective sense. Although artifacts depend on human activity, the knowledge contained in the technai is no matter of opinion or subjective intention. Even the purposes of artifacts share in this technical objectivity insofar as they are defined by the technai.

			The second fundamental distinction is that between existence and essence. Existence answers the question of whether something is or is not. Essence answers the question of what the thing is. That it is and what it is appear to be two independent dimensions of being. In the tradition of Western philosophy, existence has been a rather hazy concept. We know the difference between what exists and what does not, for example, as immediate presence or permanent absence, but there is not much more to say. Most of the attention is given to essence and its successor concepts as developed by the sciences because this is the content of knowledge.

			These distinctions are self-evident. They form the basis of all philosophical thought in the West. But the relation between them is puzzling. The source of the puzzle is the Greeks’ understanding of technē, the ancestor of modern technology. Strange though it seems, they conceived nature on the model of the artifacts produced by their own technical activity.

			To show this, I will analyze the relation between the two basic distinctions that I’ve introduced, physis and poiēsis, and existence and essence. The difference between existence and essence in poiēsis is real and obvious. The thing is present first as an idea and only later comes into existence through human making. For the Greeks the idea is not arbitrary or subjective but rather belongs to a technē. Each technē contains the essence of the thing to be made prior to the act of making. The idea, the essence of the thing is a reality independent of the thing and its maker. Although humans make artifacts, they do so according to a plan and for a purpose that is an objective aspect of the world.

			But the corresponding distinction between existence and essence is not obvious for natural things. The thing and its essence arise together and exist together. The essence does not have a separate existence. The flower emerges along with what makes it a flower: that it is and what it is “happen,” in a sense, simultaneously. We can define a concept of the flower, but this is our notion, not something essential to the flower as a concept or plan is to artifacts. Indeed, the very idea of an essence of the things of nature is our construction. Unlike the knowledge that is active in technē, which participates in bringing into existence the objects it defines, the essences identified by epistemē, the science of nature, appear to be purely human doings to which nature itself would be indifferent. Or is it? Here is where the story gets interesting.

			Although essences quite obviously relate differently to physis than to poiēsis, since Greek times philosophers have struggled to efface that difference in a unified theory. For Plato, who started the tradition on this path, the concept of the thing, its “idea,” exists in some sense prior to the thing itself and allows it to exist and us to know it. This is exactly the pattern familiar from technē, but Plato does not reserve his theory for artifacts; rather, he applies it to all being. He relies on the structure of technē to explain not only artifacts, but nature as well.

			Plato understands nature as divided into existence and essence just as are artifacts and this becomes the basis for Greek ontology. In this ontology there is no radical discontinuity between technical making and natural self-production because they both share the same structure. Technē includes a purpose and a meaning for artifacts. The Greeks import these aspects of technē into the realm of nature and view all of nature in teleological terms. The world is thus a place full of meaning and intention. This conception of the world calls for a corresponding understanding of human being. We humans are not the masters of nature but realize its potentialities in bringing a meaningful world to fruition. Our knowledge of that world and our action in it is not arbitrary but is in some sense the completion of what lies hidden in nature.

			What conclusion follows from these historical considerations on ancient Greek philosophy? I will be provocative and say that the philosophy of technology begins with the Greeks and is in fact the foundation of all Western philosophy. It was the Greeks who first interpreted being as such through the concept of technical making. This is ironic. Technology has a low status in the high culture of modern societies, but it was actually there at the origin of that culture and, if we believe the Greeks, contains the key to the understanding of being as such.

			Modern Alternatives

			I will now leave these historical considerations and turn to the status of philosophy of technology in our era. At its inception, Descartes promised that we would become “the masters and possessors of nature” through the cultivation of the sciences, and Bacon famously claimed, “Knowledge is power.” Here technology no longer fulfills nature’s potentialities as it did for the Greeks, but rather it realizes human plans. Clearly we are in a different world from the Greeks. And yet we share with them the fundamental distinctions between essence and existence, and between the things that make themselves, nature, and the things that are made, artifacts. But our understanding of these distinctions is different from theirs. This is especially true of the concept of essence. For us essences are conventional rather than objectively real. The meaning and purpose of things is something we create, not something we discover. The gap between man and world widens accordingly. We are not at home in the world, we conquer the world. This difference is related to our basic ontology. The question we address to being is not what it is but how it works. Science answers this question rather than revealing essences in the Greek sense of the term.

			Note that technology is still the model of being in this modern conception. This was particularly clear in the Enlightenment when philosophers and scientists challenged the medieval successors to Greek science with the new mechanistic worldview. Eighteenth-century physical science identified the workings of the universe with a clockwork mechanism. Thus strange though it may seem, the underlying structure of Greek ontology survived the defeat of its concept of essence.

			In the modern context technology does not realize objective essences inscribed in the nature of the universe as does technē. It now appears as purely instrumental, as value free. It does not respond to inherent purposes but merely is a means serving subjective goals. For modern common sense, means and ends are independent of each other: “Guns don’t kill people, people kill people.” Guns are a means independent of the users’ ends, whether it be to rob a bank or to enforce the law. Technology, we say, is neutral, meaning that it has no preference between the various possible uses to which it can be put. This “instrumentalist” philosophy of technology is a spontaneous product of our civilization, assumed unreflectively by most people.

			Technology in this scheme of things encounters nature as raw materials, not as a world that emerges out of itself, a physis, but rather as passive stuff awaiting transformation into whatever we desire. This world is there to be controlled and used without any inner purpose. The West has made enormous technical advances on this basis. Nothing restrains us in our exploitation of nature. Everything is exposed to an analytic intelligence that decomposes it into usable parts. Under this assumption, our means have become ever more efficient and powerful. In the nineteenth century it became commonplace to view modernity as an unending progress toward the fulfillment of human needs through technological advance.

			But for what ends? The goals of our society can no longer be specified in a knowledge of some sort as they were for the Greeks. The Greeks lived in harmony with the world, whereas we are alienated from it by our very freedom to define our purposes as we wish. So long as no great harm could be attributed to technology, this situation did not lead to serious doubts beyond small circles of intellectuals. But as the twentieth century proceeds from world wars to concentration camps to environmental catastrophes, it becomes more and more difficult to ignore the strange aimlessness of modernity. This has led to a crisis of civilization from which there seems no escape: we know how to get there, but we do not know why we are going or even where. It is because we are at such a loss that so many twentieth-century philosophers of technology became critics of modernity.

			I want now to present the various alternatives so far discussed and others as well in a chart that puts order in the discussion.5
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			Technology is defined here along two axes reflecting its relation to values and agency. The vertical axis offers two alternatives: either technology is value-neutral, as we typically assume in modern times, or it is value-laden, as the Greeks believed and, we will see, as some philosophers of technology believe today. The choice between these views is not obvious. From a commonsense perspective a technical device is simply a concatenation of causal mechanisms. No amount of scientific study will find anything like a purpose in it. But perhaps common sense misses the point. After all, no scientific study will find money in a $100 bill. Not everything is a physical or chemical property of matter. Perhaps technologies, like bank notes, have a way of containing value in themselves as social entities.

			On the horizontal axis, technologies are signified as either autonomous or humanly controllable. To say that technology is autonomous is not of course to say that it acts alone. Human beings are involved, but the question is, do they actually have the freedom to decide how technology will be applied and develop? Is the next step in the evolution of the technical system up to human decision-makers or do they act according to a logic inscribed in the very nature of technology? In the latter case, technology can rightly be said to be autonomous. On the other hand, technology would be humanly controllable if we could determine the next step in its evolution in accordance with intentions elaborated without reference to the imperatives of technology.

			The intersection of these two axes defines four types of theories.

			Instrumentalism, the occupant of the box in which human control and value neutrality intersect, has been discussed above. This is the “standard” modern view according to which technology is a tool or instrument of the human species as a whole. As noted in the chart, this view corresponds to the liberal faith in progress, which was such a prominent feature of mainstream Western thought until fairly recently.

			Technology, on the determinist account, is rooted on the one side in knowledge of nature and on the other in generic features of the human species. This is why it can be described as neutral, as a rationally constructed tool serving universal human needs. Some determinists argue that technologies simply extend human faculties: the automobile extends our feet while computers extend our brains. It is not up to us to adapt technology to our whims but on the contrary, we must adapt to technology as the most significant expression of our humanity. Determinism is a widely held view in social science, where it supports the pretensions to universality of modernity.

			Substantivists attribute substantive values to technology in contrast with instrumentalism and determinism, which view technology as neutral. The contrast here is actually more complex than it seems at first sight. The neutrality thesis to which instrumentalists and most determinists subscribe does admit that technology embodies a value but it is a merely formal value, efficiency. Using technology for this or that purpose would not be a specific value choice in itself, but just a more efficient way of realizing a preexisting value of some sort. A substantive value, on the contrary, involves a commitment to a specific conception of the good. According to substantivism, the values embodied by technology are the pursuit of power and domination. These values track technology like a shadow and show up in everything it touches. If technology embodies these values, it is not merely instrumental and cannot be used for the various purposes of individuals or societies with different ideas of the good. According to substantivism, insofar as we use technology we are committed to a technological way of life.

			There are obvious relations between substantive theory of technology and determinism. In fact, most substantive theorists are determinists as well. But the position I have characterized as determinism is optimistic and progressive. Both Marx (in the commonplace interpretations) and the modernization theorists of the postwar era believed that technology would save humanity. Substantive theory is not optimistic and regards autonomous technology as threatening if not malevolent, rather than benign. Once unleashed, technology becomes more and more imperialistic, taking over one domain of social life after another. In the most extreme imagination of substantivism, a Brave New World such as Huxley describes in his famous novel converts human beings into mere cogs in the machinery. This is not utopia—the “no place” of an ideal society—but dystopia—a world in which human individuality has been completely suppressed. Here people become, as Marshall McLuhan once said, the “sex organs of the machine world” (McLuhan 1964, 46).

			Martin Heidegger was the most famous substantive theorist. He argued that the essence of modernity is the triumph of technology over every other value. He noted that Greek philosophy had already based its understanding of being on technical making and argued that this starting point culminates in modern technology. Where the Greeks took technē as the model of being in theory, we have transformed beings technically in practice. Our metaphysics is not in our heads but consists in the real technical conquest of the Earth. This conquest transforms everything into raw materials and system components, including human beings themselves (Heidegger 1977). Not only are we constantly obeying the dictates of the many technical systems in which we are enrolled, we tend to see ourselves more and more as devices regulated by medical, psychological, athletic, and other functional disciplines. Our bookstores are full of “operating manuals” for every aspect of life: love, sex, divorce, friendship, raising children, eating, exercise, making money, having fun, and so on and so forth. We are our own machines.

			Heidegger argues that although we may control the world through our technology, we do not control our own obsession with control. Something lies behind technology, a mystery we cannot unravel from our technological standpoint. Where we are headed is a mystery too. The West has reached the end of its rope. Heidegger’s last interview concludes that “Only a God can save us” (Heidegger 1993).

			Heidegger’s views contrast sharply with critical theory of technology. Critical theory agrees with substantivism that technology is not the unmixed blessing welcomed by instrumentalists and determinists. It recognizes the catastrophic consequences of technological development but still sees a promise of greater freedom in a possible future. The problem is not with technology as such but with our failure so far to devise appropriate institutions for exercising human control over it. We could tame technology by submitting it to a more democratic process of design and development.

			The economy offers an encouraging parallel to this view of technology. A century ago mainstream political and academic thought conceived the economy as an autonomous power operating according to inflexible laws. Today we know the contrary, that we can influence the direction of economic development through regulation. Critical theory of technology argues that the time has come to extend democracy to technology as well. It thus attempts to save the Enlightenment values that have guided progress for the last several hundred years without ignoring the resulting problems.

			As can be seen from the chart, critical theory shares traits with both instrumentalism and substantivism. Like instrumentalism critical theory argues that technology is in some sense controllable, but it also agrees with substantivism that technology is value-laden. This seems a contradictory position, since, in the substantivist view, precisely what cannot be controlled are the values embodied in technology such as efficiency and domination. If this is true, the choices within our power would be like those we make in the supermarket between different brands of soap—that is, trivial and delusory. How then can we conceive the value-ladenness of technology such that human control matters?

			The critical theorist Herbert Marcuse sketched an answer I have tried to develop in what I call a critical theory of technology. According to critical theory, the values embodied in technology are socially specific and are not adequately represented by such abstractions as efficiency or control. Technology can frame not just one way of life but many different possible ways of life, each of which determines a different choice of designs and a different range of technological mediation. Does this mean that technology is neutral, as instrumentalism believes? Not quite: modern societies must all aim at efficiency in those domains where they apply technology, but to claim that they can realize no other significant values besides efficiency is to overlook the tremendous social impact of differing design choices. What is worse, it obscures the difference between the current miserable state of technological societies and a better condition we can imagine and for which we can struggle. One must look down on humankind from a very great height indeed not to notice the difference between efficient weapons and efficient medicines, efficient propaganda and efficient education, efficient exploitation and efficient research! This difference is socially and ethically significant and so cannot be discounted, as thinkers who share Heidegger’s Olympian view sometimes claim.

			Nevertheless, the substantivist critique of instrumentalism does demonstrate that technologies are not neutral tools. Means and ends are connected. Thus even if some sort of human control of technology is possible, it cannot be understood in the same terms as instrumental control of particular devices. In critical theory, technologies are not only seen as mere tools but also as frameworks for ways of life. Thus we cannot agree with the instrumentalist that “Guns don’t kill people, people kill people.” Supplying people with guns creates a social world quite different from the world in which people are disarmed. We can choose which world we wish to inhabit through legislation.

			This is not the sort of control over technology that instrumentalism generally claims we have. Its model of control is based on a restricted notion of use of individual devices, not choices between whole technological systems with different social consequences. This is a meta-choice, a choice at a higher level determining which values are to be embodied in the technical framework of our lives. Critical theory of technology opens up the possibility of reflecting on such choices and submitting them to more democratic controls. We do not have to wait for a god to save us, as Heidegger expostulated, but can hope to save ourselves through democratic interventions into technology.

			But critical theory is not naïve about the difficulties that stand in the way of democracy. Technology gradually subverts the capacity for democracy even as it destroys the objective world. Thus the practical difference between substantivism and critical theory is not as great as it seems at first.6 Critical theory is relatively skeptical about the capacity of human beings to get technological civilization under control, but at least it does not exclude the possibility in principle, as does substantivism. This is why it is necessary to talk not in terms of a utopian democracy of technique but more modestly of democratic interventions into technology.

			What is meant by the concept of democratic interventions? Clearly, it would not make sense to hold an election between competing devices or designs. The voting public is not sufficiently concerned, involved, and informed to choose good politicians, much less good technologies. So, in what sense can democracy be extended to technology under current conditions? People affected by technological change frequently protest or innovate. Where it used to be possible to silence all opposition to technical projects by appealing to Progress with a capital “p,” today communities mobilize to make their wishes known, for example, in opposition to nuclear power plants or toxic waste dumps in their neighborhood. In a different vein, the computer has involved us in technology so intimately that our activities have begun to shape its development. Email, the most used function of the internet, was introduced by a junior engineer and did not originally figure in the plans of the designers at all. Similar examples can be adduced from medicine, urban affairs, and many other domains where technology shapes human activity.

			Critical theory of technology detects a trend toward greater participation in decisions about design and development in examples such as these. The public sphere appears to be opening slowly to encompass technical issues that were formerly viewed as the exclusive preserve of experts. Can this trend continue to the point where citizenship will include the exercise of human control over the technical framework of our lives? We must hope so, for the alternative is likely to be the eventual failure of the experiment in industrial society under the pressure of untrammeled competition and national rivalries. If people are able to conceive and pursue their intrinsic interest in peace and fulfillment through the political process, they will inevitably address the question of technology along with many other questions that hang in suspense today. We can only hope this will happen sooner rather than later.

		

	
		
			Part II

			Technical Citizenship

		

	
		
			Chapter Four

			Technoscience and Democracy1

		

		
			Prologue: The Cold Fusion Fiasco

			On March 23, 1989, Martin Fleischman and Stanley Pons appeared at a press conference at the University of Utah where they announced the discovery of cold fusion. The president of the university and several other officials were also present and spoke to the press. The unaccustomed involvement of the press and these officials signalled that cold fusion was more than a scientific advance. Soon the University announced the formation of a research institute with funding from the state. Its goal was not only to produce knowledge of the phenomenon but also to prepare large-scale commercial applications. It seemed possible at first that cold fusion would revolutionize electricity production and transform the world economy.

			We know the end of the story. Within a short time cold fusion was discredited and most researchers lost interest in it. The institute at the University of Utah closed in 1991 and support for further work in this field quickly evaporated (Simon 2002). These events provide a particularly clear illustration of the complexity of the relation between science and technology today.

			The classic but generally discredited account of these relationships holds that science is a body of truths about nature applied in the creation of useful devices. Truth and utility belong to different worlds linked only by the subordination of the latter to the former. But historians have shown that few technologies arose as applications of science until quite recently. Most were developed independent of science and, indeed, in cases such as optics had more impact on science than vice versa. Science is even more dependent on technology today than in the past. It is true that the twentieth century saw a dramatic increase in practical applications of scientific knowledge, but this new situation does not conform to the traditional distinction between science and technology. Rather, it confounds the distinction by establishing the productive character of science itself.

			In any case, the classic model does not describe cold fusion. Fleischman and Pons did not apply an existing scientific theory in their work but made an empirical discovery of the sort that we associate with invention. They were not seeking to confirm or invalidate a theory with experiment as philosophical accounts of scientific method would have it, but rather aimed to produce an unexplained (and ultimately unexplainable) effect. Their discovery employed a technical device that was both an experimental apparatus and a commercial prototype. Accordingly, the two-pronged launch of their discovery at a news conference aimed at both the scientific and the business communities.

			Cases such as this one proliferate in the biological sciences, where scientific techniques are deployed in the search for results of interest not only to researchers but also to pharmaceutical houses. Products and knowledge emerge from the laboratory together. Hence the widespread use of the term “technoscience.” In technoscience, the pursuit of knowledge and the making of money are joined in a single labor. The distinction between science and technology appears to break down.

			My purpose in this chapter is to show the contrary, that truth and utility still belong to distinguishable worlds, even if they refer to aspects of one and the same phenomenon and often cross boundaries in pursuit of their separate goals. The point of intersection, where scientific and technological criteria must both be aligned, corresponds to successful technoscience. Like a “fork” in chess, where one piece threatens two of the adversary’s pieces, technoscience aims simultaneously at two objectives in the game it plays. As in a fork, a single technoscientific move engages with both knowledge and riches, truth and utility.

			Distinguishing Science and Technology

			Postmodern scholars and many researchers in science and technology studies no longer acknowledge any distinction of principle between science and technology. Certainly the boundaries between science and technology are much fuzzier than in the past, and science is thus implicated in the successes and failures of technology to an unprecedented extent. But if we conclude that they are no longer distinguishable at all, what becomes of the associated distinctions between theory and practice, research and application, scholarship and business, truth and utility? Must they be given up too?

			The old distinction between science and technology and all these associated distinctions implied a value hierarchy. Science, theory, research, scholarship, and truth were considered nobler than technology, practice, application, business, and utility, in accordance with the ancient preference for disinterested contemplation over worldly activity. This hierarchy grounded the demand for the complete autonomy of science. In 1948 P. W. Bridgman expressed this “ivory tower” indifference when he said, “The assumption of the right of society to impose a responsibility on the scientist which he does not desire obviously involves the acceptance of the right of the stupid to exploit the bright” (Bridgman 1948).

			As the distinction between science and technology blurs, the value hierarchy that justified such outrageous snobbery loses its persuasive force. A basic change has occurred in the relationship between science and society. The old hierarchy has been scrambled in recent years as more and more scientific work aims directly at producing marketable goods. There is growing openness on the part of science to various forms of political and economic control and in some cases what I will call “democratic intervention” by lay members of the public. There is much dispute about the extent of the change (Nordmann, Radder, and Schiemann 2011). I do not intend to review that dispute here, but rather will focus on the wider sociological framework within which the science-technology-society relationship is situated.

			Since the seventeenth century, the study of nature has been organized by scientific societies and communities, at first informally, and later formally and officially through academic credentialing and employment. This relative cohesion and autonomy of the scientific community persists even today despite all the intrusions of business, government, and the public. Scientific controversies are decided by the scientific community, or rather, by what sociologists of science designate as a “core set” of researchers engaged with the relevant scientific issues (Collins 1981). Social, cultural, and economic constraints and opportunities may shape the overall intellectual context within which concepts, problems, and approaches appear interesting and meaningful to scientists, but in most cases they play only indirect roles in the debates to which scientific work gives rise, for example, empowering some participants to carry out expensive experiments or influencing the initial response to the announcement of results or temporarily suppressing unfavorable experimental outcomes.

			In the final analysis epistemic tests carried out by individuals or small groups in conferences, articles, and laboratories are the principal measure of competing ideas. This claim need not imply either realism or a purely internal account of scientific decision-making; there is no doubt science belongs to the social world, but it is also a fact that scientists enjoy far more freedom in their work than most employees and use their freedom to apply these epistemic tests. For the purpose of the argument here, one can consider the labors of scientists as highly skilled crafts rather than as the pursuit of a transcendent truth.

			Where technology is involved, detailed and intrusive management is routine. This is possible because many of the most important decisions are not about what is true but about what is useful, and often there are many ways of making a useful device, each of which can best serve one or another social interest (Pinch and Bijker 1987). Social and economic criteria are relevant to technological choices and intervene through the mediation of organizations such as corporations or government agencies that employ technical workers. These workers, who may be scientists, are usually situated in a chain of administrative command leading up to individuals in non-technical roles with wide responsibilities that have nothing to do with knowledge of nature. Thus a quite different history has shaped the domain of invention and production. Technology has always been far more closely integrated to society than science, either through institutions such as guilds or through direct employment in industry.

			This distinction was consecrated in the nineteenth century in the academic status of the most important researchers while engineering became a staff position. Current technoscience does not represent the erasure of the difference, but only its latest stage. The cold fusion affair illustrates this stage, in which science and technology are practiced simultaneously.

			The pursuit of commercial cold fusion depended on the willingness of the state of Utah to invest in a likely money-maker. The research was to be oriented toward this goal. Within the institute the existence of cold fusion was not in question and the experiments were conducted in secret. But the very same effect which the organization was created to exploit was also exposed to scientific evaluation and this proved to be decisive. There the potential profits to be made on commercial electricity production were merely attention-getting. Scientific criteria were brought to bear on the effect, so far as knowledge of its production was available, and it was rapidly discredited, primarily by two epistemically significant factors: failures to reproduce the effect in the laboratory, and lack of a plausible connection between the effect and existing theory.

			The blurring of the boundaries between science and technology has brought huge sums of private money into research with many useful outcomes. But it has also had an unfortunate influence on the evolution of research. In recent years neo-liberal ideologists have convinced governments that the responsiveness of science to society is measured by the commercial success of its applications. Such a tight bond between business interests and research funding is not always desirable. Public support for basic research in a wide variety of fields, including many with no immediate prospect of commercial payoffs, is the basis of long-term scientific advance. Practices of secrecy, deception and tight control over employee speech that are commonplace in the business world distort research and damage careers. It is also essential that science have the means to serve the public interest even where business prospects are poor, as in the case of “orphan” drugs. This new system reduces science to a handmaiden of technology, with unfortunate consequences because not all of science is “techno-” and not all “techno-” is profitable.2

			Technology and Society

			Industrial organizations intervene between the work of scientists and their technoscientific products. These organizations are independent mediations with their own logic and procedures. Technical creation is far less protected from lay intervention than is science in its cognitive role. In those fields properly described as technosciences the situation is complicated by the ambiguity of the various activities involved in research and commercialization. When the actors seek more autonomy, they claim to be doing science; when they seek financial support they claim to be engaged in technology. Jessika van Kammen describes an interesting case where scientists developing a contraceptive vaccine attempted to offload all the social consequences of their work onto complementary “technologies” while reserving the title of “science” for their research activity. The distinction enabled them to continue pursuing the vaccine without worrying about the ethical consequences of its actual deployment (Kammen 2003, 151–71). Here the distinctions we are working with become political resources. The technoscientific imbrication of the two dimensions of the research is obscured by this tactic in order to evade legitimate political interest in the outcome.

			There is a simple reason for the difference between the role of the public in science and technology, including technoscience. While scientific theories are abstractions and experiments are confined to the lab, technologies directly impact ordinary people and supply environments within which they live. Experience with these environments is a potential source of knowledge, and everyday attitudes toward risk and benefit prevail there. All this distinguishes lay publics from scientists and technologists whose knowledge is formalized and who evaluate risks and benefits with mathematical tools (Collins and Evans 2002).

			Bridgman simply dismissed the public as “stupid,” but this is no longer possible. All too often lay observers have turned out to be the canaries in the mine, alerting society to overlooked dangers. And scientific and technical disciplines contain many traditional elements introduced during an earlier state of the society and its culture. In the case of technology the persistence of these elements past their time sometimes causes harm and motivates challenges from below that bring the tradition up to date.

			Consider the huge variations in obstetrics from one time and place to another. Not so long ago husbands paced back and forth in waiting rooms while their wives gave birth under anaesthesia. Then, in the 1970s, husbands were invited into labor and delivery rooms and women encouraged to rely less on anaesthetics. More recently, Caesarean sections have become the norm. Was all this change the result of scientific discoveries? Hardly. But in all cases the system is medically prescribed. The role of the feminist and natural childbirth movements of the 1970s that initiated the changes is forgotten, while the effects of the decline of those movements are ignored (Michaels 2014, 120). A technological unconscious covers over the interaction between reason and experience.

			There is a further difference between the relation of science and technology to society. Even when they employ scientists and scientific knowledge, corporations and government agencies should not enjoy the relative autonomy of science. Their products give rise to controversy not about ideas but about potential harm. Those in the best position to know are usually associated with the very organizations responsible for the problems. But these organizations cannot be trusted to tell the truth or to act on it. Of course many corporations and agencies are trustworthy, have the public welfare at heart and act accordingly, but it would be imprudent to generalize from such virtuous behavior to the conclusion that vigilance and regulation is unnecessary.

			The dominant feature of the science-society relationship is the potential for conflict of interest. Familiar examples are the manipulation of information and the manufacture of artificial controversy by the tobacco industry with respect to lung cancer, and energy companies with respect to climate change (Michaels 2008; Oreskes and Conway 2010). Conflicts of interest in such cases give rise to political struggles over regulation and, unlike scientific controversies, we do hope democratic procedures will decide the outcome rather than the corporations and agencies involved.

			As public institutions corporations and government agencies, including those that employ scientists, must submit to democratic control of their activities. That control is often extensive and detailed and needs to be where their products circulate widely with significant public impacts. Thus we do not want an oil company or a government agency rather than scientists to decide if climate change is real, but we are not worried when the government orders a medicine off the market or bans a pesticide. Such decisions are a normal exercise of governmental authority and easily implemented by technical workers because, as noted above, so many viable alternatives are generally available.

			Democratizing Technoscience

			Much attention has been paid to the growing role of business in technoscience, but the role of the public has also grown. A historical perspective is needed to fully appreciate the significance of democratic interventions into technoscience. The “science wars” were provoked by a rearguard defense of scientific autonomy against attempts by social scientists to understand the transformations that weakened technocratic authority. The controversy was inconclusive in part because it operated at too high a level of abstraction—“Science” and “Society,” “objectivism vs. relativism”—and thus failed to grasp the actual process in which technoscience was becoming vulnerable to public scrutiny.

			This is a two-sided affair. Science was marginal to national politics until the Second World War. The Manhattan Project and radar and encryption research actually changed the course of the war. Thereafter the union of science, government, and eventually business became a driving force of social and economic development. Even as its influence increased, science was exposed to new forms of public intervention. I will sketch this history very briefly in the American context.

			The Manhattan Project played a special role in this transformation of the relationship between science and society. The scientists involved were sworn to secrecy throughout the war. They acted as agents of the federal government under military command. But they realized toward the end, when it came time to decide whether or not to use the bomb, that they were not simply government employees. Because of the secrecy of the project, they were also the only citizens able to understand the issues and express an opinion.

			Under the leadership of Leo Szilard and James Franck they attempted to enact their role as citizens by petitions and reports advocating non-use. They were unsuccessful but after the war, when they were no longer so tightly bound by military secrecy, a number of them committed themselves to informing public opinion. The famous Bulletin of the Atomic Scientists was the semi-official organ of this “scientists’ movement.” It had wide influence but it took many years for its advocacy of test bans and disarmament treaties to have an effect on public policy (Smith 1965).

			There was a strong element of technocratic paternalism in this movement. In the immediate post-war period, up until the middle 1960s, technocratic notions were widely believed to chart the course for the future of modern societies. Politics was increasingly guided by technical experts of one sort or another. Although public opinion was devalued relative to expert advice, it remained a force to be reckoned with. One solution consisted in refining the techniques of persuasion and propaganda. Scientists chose a more respectful alternative and attempted to educate the public. Their efforts were motivated by the sense that an uninformed public might obstruct essential government decisions based on scientific knowledge of the risks of nuclear weapons. But note that in casting themselves in this pedagogical role, scientists confirmed their separateness from society even as they worked within a new paradigm of more consequential science-society relations.

			This experience influenced the attitude of scientists in the 1960s and ’70s as the environmental movement began to take shape. Operating on the assumption that they were situated outside the normal social process in a transcendent position of truth, activist scientists attempted to occupy the role the physicists had constructed for themselves after the war. Biologists now believed they were also in possession of knowledge of critical importance. They too attempted to inform the public, advocating science-based solutions to problems most people could barely understand.

			But technocratic paternalism soon gave way to a new pattern. Disagreements arose among environmentalists in the early 1970s and weakened the authority of science. True, some physicists disagreed over issues such as civil defense, but the vast majority of the articulate scientific community favored the policies embodied in the treaties that still falteringly regulate nuclear affairs. No such consensus emerged in the environmental movement, not surprisingly given the political sensitivity of the issues. In fact there were open conflicts over the causes of pollution, some blaming overpopulation and others blaming faulty technology, some calling for more vigorous regulation of industry, others for a return to nature or at least to “voluntary simplicity” (Feenberg 1999, chap. 3). These conflicts reflected the interests of different public actors. While business was anxious to deflect attention from regulatory issues to personal lifestyle choices, radical and socialist environmentalism appealed to the general public and to labor unions in sensitive areas such as nuclear energy.

			The appearance of politically significant splits in the environmental movement meant scientists could no longer occupy the role of teacher to an ignorant public; they were obliged instead to play politics in the search for public support. For a population that made little distinction between science and technology, the loss of authority that resulted from these controversies was amplified by a series of technological disasters. The Vietnam debacle testified to the limits of the kinds of knowledge and power the technocratic state had at its disposal. The Three Mile Island nuclear accident in 1979 refuted the standard measures of risk put forward with such misplaced confidence by the scientific and engineering community. The Challenger accident in 1986 was a rebuke to the hubris of a nation that had put a man on the moon. Many other incidents contributed to a gradual shift in sentiment, and by the end of the millennium few young people were choosing scientific careers and strong fundamentalist movements were increasingly effective in opposing the teaching of scientific theories such as the theory of evolution.

			By the 1980s there was widespread public awareness of medical and environmental issues that affected individuals directly in their everyday experience. These issues were not confined to the realm of public discourse as had been nuclear issues in an earlier period. Now individuals found themselves involved in scientific-technical controversies as victims or potential victims of risky technical activities. In this context small groups of scientists, technologists, and citizens began to explore an entirely new relationship between science and society. This relationship took the form not of paternalistic education but of a true collaboration with community activists.

			An early instance was the Love Canal struggle in the late 1970s (Gibbs 2002). Residents of this community organized to demand government help dealing with the nearby toxic waste site that was sickening them and their children. They worked closely with volunteer scientists to document the extent of the problem and eventually won reparations. In this case lay informants brought a problematic situation to the awareness of scientists and collected useful epidemiological data for them to analyze.

			Another similar movement among AIDS activists in the 1980s started out with considerable conflict and distrust between patients and the scientific-medical community. Patients objected to restrictions on the distribution of experimental medicines and the design of clinical trials. But the struggle eventually died down as the leaders of patient organizations were invited to advise scientists and physicians on a more humane organization of research (Epstein 1996). This lay intervention added a new ethical dimension to scientific practices. While the importance of informed consent achieved nominal recognition in the 1960s, this was the first time that clinical research officially recognized patient needs as a right. The changes were also cognitively significant since they made it easier to recruit human subjects and to insure that they cooperated in supplying researchers with information.

			These are American examples, but other cases and other institutional procedures in other countries confirm the general pattern: from indifference to paternalism to signs of democratic engagement between science and society. The history also helps to understand the persistence down to the present of the illusion that science stands outside society. Scientists have had something to “teach” society, first about nuclear weapons and later about environmental and medical issues. But technoscience mobilizes the public to an unprecedented extent. This mobilization creates a new situation in which, to paraphrase Marx, “the educator is educated.” Without giving up their claim to knowledge, but in full awareness of their fallibility as participants in social life, experts in science and technology must now interact with the public and learn from it how best to serve. The fuller integration of science, technology and society we are witnessing is not a fluke but a fundamental institutional change. As this trend develops it promises to make a lasting contribution to democracy in technologically advanced societies (Callon, Lascoumes, and Barthe 2009).

			Science, Technology, and Democracy

			These reflections on the changing relation of science and technology are aspects of a much larger transformation of modern societies. Modernity has been characterized as a society in which social functions are highly differentiated. The obvious example is the differentiation of offices and persons. In a feudal society offices are family property and are inherited, whereas in a modern society individuals must qualify personally to hold offices which they cannot leave to their children. When dictators promote the succession of their sons or voters favor the children of prominent leaders, we immediately sense incipient de-differentiation, a dubious cultural throwback.

			Differentiation makes modern science and technology possible. The emergence of scientific specialization and the separation of technical work from everyday life mark major milestones in the process of modernization. The case of technical work is particularly significant for understanding the problems of modern societies. In premodern Europe crafts were organized by guilds that had social and religious functions as well as regulating training, quality control, and standards. The crafts of this period were thoroughly integrated with society and craftsmen communicated easily with the authorities and customers using everyday language and traditional concepts shared by all. Indeed, many craft products required finishing by users who thus participated in a small way in the production process. Recall “breaking in” smokers’ pipes, shoes, and car engines, bygone practices for which few are nostalgic.

			Differentiated technical work draws on specialized scientific knowledge and speaks a language inaccessible to the mass of users of its products. Judicial tribunals regulated externalities of craft production until the nineteenth century when administrative measures informed by expert study and testimony gradually weakened social control and opened the way to rapid industrial progress at the expense of affected populations and natural resources (Fressoz 2012). The stripping away of social concerns, such as preoccupied the guilds, breaks the last links between technology and traditional morality. Instead, most technical work is now situated in the context of capitalist enterprise. This has dramatic consequences we are only beginning to fully understand.

			Capitalism is also affected by the process of differentiation. Owners of property, especially land, in precapitalist societies had broad responsibilities to tenants that included political, judicial, and religious functions. These are all abandoned as capitalism defines a new concept of ownership based (ideologically) on personal labor. This new concept of ownership focuses the organizations capitalism creates, the corporations, factories, and stores, on a single simple goal: profit. Responsibilities to workers and the surrounding communities are abandoned.

			The Industrial Revolution occurred under this dispensation. A heritage of indifference to nature and human beings lies in the background of modern technology. Throughout the development process capitalism drew on specialized scientific and technical knowledge for innovative ways of making a profit. The narrowness of these specialized bodies of knowledge complemented the narrowness of the new idea of property. A sharp focus on a vastly simplified view of the problems to be solved with technology accelerated progress while also multiplying unexpected side effects.

			So long as those harmed by this process were too weak or ignorant to protest, the juggernaut of capitalist progress could go forward unimpeded. But after World War II, two new trends emerged. On the one hand, the technologies became far more powerful and dangerous, causing more frequent and visible harm. This trend culminates in the technosciences, which transform science and technology into a powerful productive force. Their unity can be understood as an original type of de-differentiation. It does not involve regression to an earlier undifferentiated state but advance to a new configuration in which the interpenetrating institutions greatly enhance each others’ powers.

			On the other hand, as technical transformations affect more and more of social life under this new dispensation, unions and social movements become more influential and regulation of industry more widely accepted. As a result, a slow compensatory process begins which continues down to the present. This process is also de-differentiating and compels industry to respond to a wider range of values and functions than profit or, rather, compels it to seek profit under an ever-widening range of constraints. At the same time, this process also encourages various interdisciplinary natural and social scientific initiatives which attempt to encompass the full range of effects of our action on the environment and the human body.

			It is in this context that we discover the many conflicts between technology, the environment, and human health. These conflicts do not arise from the essential nature of technology but from the confluence of specialized knowledge and the narrowing of social responsibility characteristic of capitalist ownership. As we attempt to move forward toward a reformed technology, the role of everyday experience is re-evaluated. Where formerly cognitive success required breaking all dependence of technical knowledge on everyday experience, experience now begins to appear as a final court of appeal in which technical knowledge must be tested (Wynne 2011). The limitations and blind spots of specialized knowledge are no longer routinely smoothed over and ignored. They have become targets of questioning and protest as users and victims of technology react to the suffering they cause.

			For the most part it is this and not hostility to science and technology that explains the new climate of opinion in which the autonomy of scientific and technical institutions is increasingly challenged. The goal of these challenges is a science and technology that responds to the claims of the environment and human health and not just to profit and the technical traditions built up under the influence of capitalism. This aspiration can only be fulfilled through a long corrective process in which the return to experience for validation of technology focuses attention on those of its effects which were ignored as it was differentiated from everyday contexts to create specialized disciplines and to better serve capitalism. The return to those lost contexts is no relapse into romantic immediacy, but requires ever more complex social and technical mediations.

			This process must develop institutions for translating social knowledge about technology’s harmful effects or overlooked potentialities into new technical specifications for better designs. These institutionalized modes of intervention are gradually emerging. They include protest movements and lawsuits, but also various forms of a priori participation in debate and design which attempt to inform technical work before products are released on the public. The routinization of the translation process is a foreseeable outcome of these activities. Translation in this sense completes the circle in which technology modifies society while itself being modified by society.

			Conclusion

			The field of science and technology studies has broken through barriers to the understanding of science and technology as social phenomena. The material of this chapter explains the social background of the success of this field in establishing itself academically and influencing a broad public. Scholars in this field have sought to deflate the technocratic claims supporting uncritical faith in scientific and technical expertise. Their scepticism has made a contribution to social movements around scientific-technical issues. But as fundamentalism becomes a serious threat we must find a better balance between the critiques of science and technology. The danger in confusing the cases is that democratic demands on technoscience will be understood to blur the line between cognitive and regulatory issues. Unless these issues are kept clearly separate the advocates of public involvement will appear to be irrationalists rejecting science when in fact they need it precisely in order to control the activities of technological actors such as corporations.

		

	
		
			Chapter Five

			Agency and Citizenship in a Technological Society1

		

		
			Langdon Winner argues that technology resembles legislation in its power to shape our everyday existence (Winner 1992). If the comparison holds, it seems there is a prima facie case for recognizing a right to citizenship in the technical domain. But this conclusion is contested by technocratic ideology, which claims that public agency conflicts with the role of specialized technical experts. Only experts should have the right to intervene in such cases. Some advocates of this view extend the claims of expertise from technology to society as a whole: technocracy as the rule of experts.

			In this chapter, I will argue that technocratic ideology fails as an account of technology, not to mention as a political program. The issue is the legitimate role of the public in technical decision-making. To begin with, I will introduce considerations on the nature of citizenship, followed by a discussion of the technocratic position and its gradual collapse in the face of social movements such as the environmental movement. To conclude I will introduce a philosophy of technology that supports the claims of technical citizenship.

			Technical Citizenship

			Citizens have rights, for example, the right to express their opinion. But if their expression of opinion remains a purely private matter, with no possible impact on the world, we do not consider them fully endowed with citizenship. Even the right to vote is insufficient to qualify individuals as real citizens unless the elections are free. Citizenship requires more than rights. It also involves something we call political agency. What do we mean by this concept of agency?

			Some definitions of agency simply equate it with the capacity to engage in intentional action, but a restricted definition seems to conform better to the everyday distinction we make between actions that emphatically implicate the subject and others that are more or less thoughtless or impersonal. In this restricted sense, agency implies three conditions: knowledge, power, and an appropriate occasion.

			The connection between power and knowledge is clear: individuals who do not understand the implications of their own actions may do themselves more harm than good. This is not what we usually mean by agency. The concept implies more than the ability to act. To qualify as agency, the action must have the power to achieve goals beneficial to the subject, or at least reasonably believed to be such. For example, children lack agency in the medical sphere, as do voters successfully manipulated by propaganda. The agency and hence the responsibility or guilt lies with the parents or the propagandists.

			The role of power in agency is qualified by the fact that we act effectively in many circumstances that have no agential character. This is the case where a universal consensus prevails, as when the subject’s actions conform to a cultural norm. Thus using a knife and fork at table is not properly described as agency except in cases of disability. Nor is agency relevant where rationality dictates uncontested solutions to problems, as in the case of simple arithmetic.

			Agency is reserved for domains in which action is both personal and informed, and in which it is appropriately so. Politics is the prime example, and we call agency in this domain citizenship. Citizen agency is the legitimate right and power to influence political events on the basis of personal opinion and knowledge.

			This leads to the question that I will address in this chapter: is there something we could call technical citizenship, and if there is, what is its relation to political citizenship? The answer to these questions depends on the understanding of the nature of technical problems. From the technocratic standpoint, they are seen as similar to mathematical or scientific problems. On these terms, technical problems ought to be solved on the basis of evidence acquired and analyzed by rational procedures like those of natural science. In the case of technology, that truth concerns the design of artifacts and systems. This is a matter of fact rather than opinion. Politics has no place here. From this technocratic standpoint, disagreement with the facts asserted by the technical experts is simply irrational.

			There is something to be said for this view. No one wants a referendum on bridge design. But this is a straw man. The technocratic argument rests on a hidden assumption, namely, that in their domain technical experts know everything relevant and rational that can be known. Thus, the real question is, do the users and victims of technology know anything worth knowing that technical experts do not already know? This formulation reveals the problem with technocracy. There are obvious blind spots in technical disciplines, just as there are in every other type of knowledge. There are interests at stake, there are traditions, and there are of course errors. Here I will focus on two issues, the limitations of specializations and the delays in error correction.

			By their nature, technical disciplines leave out much important information. In the real world, everything is connected, but specializations isolate and separate out a particular cross section of reality for analytical treatment. Technical disciplines are based on a simplified understanding of their objects, to which correspond reductive and simplifying practical procedures in the making of technical devices. Reduced to raw materials and disconnected from their natural background, the materials incorporated into technologies have unanticipated side effects that become fatally significant as they mediate more and more of social life. Eventually, these side effects cause such destruction and disease that ordinary people are affected and protest.

			Despite our reasonable everyday confidence in technical experts, they do fail from time to time. Bridges have fallen because the engineers who built them did not anticipate the effect of local winds. Everything was eventually explained through combining several disciplines, but only after the failure of the bridge. Similar problems arise in relation to worker health and safety. Often the hazards associated with chemicals used in industry are only identified after the fact, when the workers report symptoms to a doctor.

			Because there is no meta-discipline able to predict the need for multiple forms of disciplinary knowledge to deal with unanticipated problems, feedback often comes first from experience. In many cases those who live with the technology, who build it, use it, or suffer its side effects, bring its limitations to the attention of the experts.

			They may of course be wrong, and when they are, further investigation discredits protests, which gradually die down. But where they are right and identify a real problem, the process of correcting errors in technical disciplines and practices is complex and time consuming. Disputes can go on for years due to dogmatic attachment to the current state of a discipline or the will of powerful organizations to protect their interests regardless of consequences. Eventually the lessons of experience are incorporated into the flawed discipline on technically valid terms. Designs are modified to reflect a more realistic understanding of nature’s complexity. This overall dynamic leads to awareness of the hybrid character of technology and a weakening of technocratic and determinist ideology. Predictably, technical politics will become part of mainstream political life as this process unfolds.

			The commonplace notion that politics concerns disagreement over values or matters of opinion rather than facts turns out on these occasions to be only partially correct. Of course, this is true of many political disagreements. But in the case of technological disagreements facts are in dispute and the disputes look very much like political ones. In this context, appeals to expert authority are not authoritative. All parties to the dispute must tolerate disagreement. But this is just what we expect of citizens.

			The narrowness of technical specialization has a second consequence for citizen agency illustrated by events in domains such as information technology. Introduced in the context of military and business enterprise, these technologies have been colonized by users in pursuit of opportunities to communicate. The opportunities opened by information systems have a role parallel to that of side effects in environmentalism, revealing complex potentials of the systems unsuspected by their original designers. These potentials are benign rather than threatening and deserving of independent development. They enable new forms of sociability and multiply creative possibilities for ordinary people. The democratic implications of these technologies emerge as resistance grows to commercial exploitation and political suppression.

			There is room for experiential knowledge concerning technology. This is an informal knowledge from below based on the everyday experience of ordinary people. It is occasioned by harms or unexploited potentials of technology that have been ignored by the experts but that users identify on the basis of their experience and imagination. The chief examples of these two categories are the medical harms of industrial pollution, and the communicative potentials of the internet.

			These considerations on technical knowledge suggest that there may be a kind of citizenship in the technical domain. Recall the conditions of agency: knowledge, power, and an occasion. I have already suggested that ordinary people may have useful knowledge relevant to an appropriate occasion of some sort. Now I will consider whether they have the power to make changes.

			The Technocratic Ambition

			The notion that wise technical experts could rule better than kings or citizens has a long history that goes back at least as far as Francis Bacon’s New Atlantis, but only in recent times has it taken the form of a popular ideology. This ideology first began to have wide appeal with the rise of large-scale technical systems such as the railroads and the electrical system. These giant macro-systems were efficiently regulated by small cadres of engineers and bureaucrats. They encompassed the total society and transformed its daily life (Wagner 1998, 230–35). Early criticism and utopian expectations soon gave way to acceptance. In the end, ordinary people did not expect to have agency in the railroad and the electrical systems. A new principle of authority came to be generally accepted.

			These early large-scale technical systems were taken to represent the essence of technology and to point the way to a new form of rational society. Some thought they were on the path to utopia; for others, these systems inspired dystopian despair. But the influence of technocratic ideology was rather limited until the 1950s and 1960s. At that time, technology and bureaucratic systems seemed to spread into every corner of the social world. The development of new programming and economic tools after World War II gave real plausibility to the technocratic pretension to regulate society as a whole. The early 1960s was the high point of this ambition. Its defeat occurred in three stages. The consequences of these defeats are vast, but the changes they have wrought are simply taken for granted and the role of public participation is forgotten.

			This is the case, for example, with the popular dystopian critique of centralized power in modern societies. A critique developed by a few social theorists in the 1950s entered popular culture in the following decade. Young rebels at first protested the limitation of democratic procedures to electoral politics, while in their everyday life the citizens were subordinated to management and administration at work, in dealings with medical institutions, government agencies, even unions and political parties. In the 1960s, movements for political participation challenged the technocrats. The concept of “alienation,” hitherto an obscure technical term in Hegelian and Marxist philosophy became a popular slogan.

			This was one of the prime inspirations of the American new left. The student movement called for “participatory democracy,” by which was meant general consultation and consensus decision-making rather than top-down control. In France in 1968 a much more powerful movement with wider popular support demanded self-management in the economic and political institutions of the society (Feenberg and Freedman 2001). These protests engaged literally millions of people.

			Demands for participation were relayed in the 1970s and 1980s by more focused movements. Against considerable resistance from business, environmentalists demanded regulation and alternative technologies. Demonstrations and public events such as Earth Day had a huge impact on public opinion and, indirectly, on technological design as well. Environmentalism quickly proved that public participation is neither impotent nor incompetent. If we are all aware of environmental issues today, it is largely owing to these social movements.

			Movements in the medical sphere also had an impact. Although there have been recent setbacks, the 1970s saw major changes in childbirth procedures under pressure from women and women’s organizations (Michaels 2014). A decade later AIDS patients fought to transform the practice of experimental medicine (Epstein 1996). This movement started out with considerable conflict and distrust between patients and the scientific-medical community. Patients objected to restrictions on the distribution of experimental medicines and the design of clinical trials. But the struggle eventually died down as the leaders of patient organizations were invited to advise scientists and physicians on a more humane organization of research. This lay intervention added a new ethical dimension to scientific practices. While the importance of informed consent achieved nominal recognition in the 1960s, this was the first time that clinical research officially recognized patient needs as a right. The changes were also cognitively significant, since they made it easier to recruit human subjects and to ensure that they cooperated in supplying researchers with information.

			The third stage of the process emerged with the internet in the 1990s and continues down to the present. The internet gave the example of technical potentials invisible to the experts but known to users who realized them through hacking and innovation. Human communication is the most significant of these potentials. It was not envisaged by those who originally created the internet to support time-sharing on mainframe computers (Abbate 1999, 108).

			With the internet, a new paradigm of the relation of human beings to machines entered the popular imagination. Where formerly large-scale technical macro-systems symbolized the conquest of society by technology, now the personal computer seemed to reinstate the agency of the individual in the technical sphere. As hackers and amateur innovators worked their magic on the internet, everyone was shown brilliant examples of a new kind of technical micropolitics that enhanced the established technical systems while subverting their original design (Lievrouw 2011).

			With the expansion of the public sphere to include technology, new forms of technical agency have emerged. How significant this evolution will turn out to be is still in question. I believe we are at the beginning of a process that will eventually institutionalize public involvement in technical decision-making. Naturally, this is not an unmixed blessing. The public makes mistakes too, as for example in the case of the rejection of vaccinations for childhood diseases. But every advance of democracy grants new powers to the “unqualified.” Only after the individuals have obtained the power to participate do they engage the learning process that qualifies them to exercise it. So far, in any case, the public has not done so badly in technical matters. For every awful case, such as the rejection of vaccinations, one can find multiple examples of public action leading to significant technical improvements, such as the removal of lead from household paint or the introduction of e-mail in the shadow of the official uses of computer networks.

			Democratic Rationalization

			Critics of technology often argue that progress should have a moral as well as a material dimension. This was the promise of the Enlightenment, but it has been sadly disappointed. Citizenship in the technical sphere revives hope that it can someday be fulfilled. But is morality compatible with instrumental rationality? No doubt particularly egregious abuses may provoke legal or regulatory action in response, but is this any more than a marginal corrective of a process of technical development that is essentially amoral?

			This technocratic argument is based on premises that go back to the foundations of modern social science. Max Weber argued that progress results from the increasing role of calculation and control in modern societies. This is called rationalization in the sociological theory that derives from his work. Rationalization in Weber’s sense refers exclusively to means; it concerns progress in instrumental rationality. According to Weber and his numerous followers, (many of whom are not aware of the source of their views), modernity is a society based on rational means. Weber also held that no comparable rationalization process determines ends. Many observers of modern societies agree that the overall goals of modernization are inherently non-rational, if not actually irrational. Weber concluded that bureaucracies informed by technical knowledge but without moral guidance would gradually establish an “iron cage” dictating the form of modern life (Weber 1958). The first generation of the Frankfurt School echoed this conclusion. Its theory of instrumental rationality went beyond Weber by including technology as a building block of the cage.

			But since the 1960s, social movements have challenged many of the technical systems that control modern societies. These movements are oriented toward ends such as human rights and the health and well-being of humans and nature. Whether such ends can be shown to be rational by philosophers, they certainly present a very different picture from the pessimistic view of Weber and the Frankfurt School. Furthermore, they call into question the competence of technical systems, which is vastly overemphasized in technocratic ideology. There are reasons to doubt Weber’s assumption that bureaucracy is the ideal form of instrumentally rational administration. This assumption underlies the technocratic dismissal of citizen interventions as irrational and inefficient.

			One form of citizen intervention has attracted the interest of philosophers because it appears to correspond to influential theories about rationality. These theories challenge the view that ends are inherently non-rational. Scientific procedures yield one type of rationality, but there is another type based on free discussion. Debate over values and worldview also has a rational character where the arguments are framed by procedures that are disinterested, inclusive, and respectful of the rights of all concerned.

			Habermas’s formulation of this notion as “communicative rationality” lies behind the current interest in deliberative democracy. There are attempts to apply something like the notion of deliberative democracy to technical controversies, for example, to show the democratic character of “citizen juries” in technological decision-making. These are small conferences of citizens and experts called to consider the wisdom of specific technical policies. Although they remain marginal, they have had an impact especially in Europe (Zhao et al. 2015; Fuller 2006, chap. 6). One famous such conference dissuaded the Norwegian state from authorizing genetically modified crops (Sclove 1997). Citizen juries illustrate the virtues of rational discourse in the determination of policy and suggest the possibility of public understanding of and intervention into the technical disciplines.

			This is an interesting application of the concept of democratic rationality, but it represents only one of many forms of public intervention in the technical sphere. In its original formulations and in the writings of many commentators, this theory ignores the technification of politics in modern societies. This misses Weber’s point, not to mention that of later critics, including Habermas’s own early work on the public sphere. The problem is not so much that ends are inherently non-rational as that the technification of politics makes them so. But in that case, the theory must address the real world of democracy in which social movements must contend with a system of mass media biased toward domination. The activities of democratic citizens must therefore include demonstrations, hacking, boycotts, lawsuits, and other means of impressing the public will on recalcitrant institutions. Most discussions of rationality in political theory follow Habermas in emphasizing the role of argument to the exclusion of the many other ways in which political debate is carried on.

			A broader theory of the rationality of these various modes of intervention is needed to better evaluate the potential of technical citizenship. It would address the role of such things as agenda setting, framing, acknowledgment of facts, testimony to the seriousness and priority of issues, and demands for participation. These are matters that are settled in the public sphere through action rather than argument, but they cannot be dismissed as non-rational without vitiating the concept of citizenship. I believe that a theory can be developed in which the rationality of such procedures is recognized, although this is not the place to attempt that task (Ingram 1987, 184). Instead, I will proceed to my second point, according to which technical citizenship can improve the instrumental rationality of modern societies.

			Weber’s still influential views on bureaucracy constitute a second obstacle to a theory of democratic technical citizenship. Weber assumed uncritically that better calculation and control imperatively required bureaucratic administration. His model was the German bureaucracy and corporate management of his day. As a result, his theory of rationalization led to a pessimistic conclusion. Marcuse pointed out in an important article that Weber simply assumed his conclusion that rational organization must divide conception from execution as it did in the institutions he took as models (Marcuse 1968). Modern sociology and business commentary have challenged Weber’s conclusions from many angles, often arriving at the conclusion that successful management can be inclusive and participatory. Innovation, another important feature of modernity, certainly requires more freedom than a Prussian bureaucrat would normally allow, and this too is a widely held view among critics of bureaucracy.

			We need a generalized rationalization theory that follows Weber in affirming the importance of calculation and control, but drops his insistence on bureaucracy as the only rational form of administration. Theories of democratic socialism and participatory capitalism assume some version of such a generalized rationalization theory, but the actual technical politics emerging today is far less ambitious than these utopian schemes. It is not systematic but takes the form of democratic interventions, punctual initiatives from below tied to particular cases at particular times and places.

			The concept of democratic intervention describes cases where the public becomes involved in conflicts over technology, for example, controversies over pollution or medical treatments (Callon, Lascoumes, and Barthe 2009). New regulations and standards often emerge from these controversies as public demands are assimilated by the existing system. Public participation in design is a second mode of intervention. This approach especially characterizes the computer industry, where there is frequent consultation with users in the creation of new programs. I call a third mode of intervention the creative appropriation of technology, reinventing devices to meet new demands. The most impressive such case is, of course, the internet. The basic framework was supplied by the government but reworked by innovative users with technical skills. Their innovations include essentially all the communicative applications of the network. The fact that these innovations were widely adopted by the user community gives them a democratic character.

			None of these interventions aims at abolishing bureaucracy, but they all bend the bars of the “iron cage” to allow in the effects of reflection on experience and creative initiative. It is reasonable to call these interventions rationalizations where they effectively improve technological efficiency relative to a socially accepted goal of some sort. The effect may not be visible from the standpoint of specific corporations or government agencies. They often pay a price to conform to new public demands. We hear their protests in the name of “efficiency” all the time. But if the efficiency of the technological system is measured from the standpoint of society as a whole, then it is clear that interventions for such things as pollution control or improved opportunities to communicate do constitute technical progress.

			Micropolitical activism of this sort is the specific form of agency associated with technical citizenship. Micropolitics differs from such large-scale interventions as elections and revolutions that aim at state power. It may lack long-term organization and is often focused on a single issue and sometimes a single location. Nevertheless, the effects of micropolitics are widely felt. Democratic interventions alter the designs of particular artifacts and whole domains. After the effects of the interventions are translated into technical language and incorporated into the technical disciplines, the social forces behind the changes are forgotten. But today we are in the midst of such changes and can better see how society and technology interact. Public awareness of climate change has created pressures to transform energy production. Democratic interventions have been particularly significant in recent years in the defense of the internet against some of the most egregious forms of exploitation and invasion of privacy. This is a special and irreplaceable form of activism in a technological society. It limits the autonomy of experts and forces them to redesign the worlds they create to represent a wider range of interests.

			The Legitimacy of Critique

			These observations call into question many old ideas about technology. Assuming that the argument so far establishes the reality of technical agency, we need a new theory to explain its conditions of possibility, freed from the influence of technocratic ideology. In what follows I am going to sketch my version of such a theory.

			As noted above, we tend to think of scientific and mathematical ideas as independent of interests and personal preferences, and this assumption is often extended to technology as well. It is indeed difficult to track the influence of society on technology, as opposed to law, politics, art, customs, and entertainment, where social influences are obvious. This has given rise to the idea that technical rationality is “pure” and value-neutral, a key premise of the technocratic view. But this concept of pure rationality is now contested in the field of science and technology studies. Social history and sociology of technology routinely show the role of values in the design process. Where previously it was generally assumed that technologies were designed in response to purely technical considerations, more recent research demonstrates that many technical decisions are made in response to ideologies, visions of life, and interests.

			Constructivist technology studies argues that what it calls “social actors” play an essential role in the design of technologies and technical systems. The notion of “actors” dereifies technical practice by restoring human decision in the technical sphere. Technology studies show this concretely through research on particular cases of all sorts, from the history of bicycles to refrigerators, plastics, and vaccines. The old technological determinism that underpins the technocratic view is effectively refuted. Technology, it turns out, is “underdetermined” by technical constraints. There is always room for alternative designs with different social consequences.

			Technology is a hybrid of knowledge about nature, conserved in the technical disciplines, and the many concerns of non-technical actors who intervene in design in a variety of ways. Several concepts have been introduced to signify the hybrid character of technology and the technical disciplines that create it. Wiebe Bijker proposes the concept of “technological frame,” a kind of paradigm or model that guides the actions and interactions of the many individuals and groups who cluster around the process of development. The similar notion of the “technological regime” has been developed by Arie Rip in a constructivist approach to technology assessment. I have suggested the term “technical code” to refer to the translation of social demands into technical specifications. Technical codes are incorporated into both designs and technical disciplines. Technical choices that depend on a social criterion of some sort bear a social content in technical form (Bijker 1995; Rip 1995; Feenberg 2010).

			In sum, there is no pure form of technologies, designed in response to scientific knowledge and the pursuit of efficiency alone. Of course both science and efficiency are involved in design, but the outcome is also shaped by the constellation of social forces. Technologies are rational only within the framework laid out by the bias imposed on them by those forces. This is why the technocratic dismissal of social interventions as irrational intrusions is fundamentally wrong. There are always social interventions, for better or worse.

			The technology of our contemporary world has a history. It is not the product of pure scientific knowledge but emerges from the industrial revolution of the nineteenth century. It was developed under the control of capitalist enterprise, which, uniquely among forms of property ownership, liberates the owner from responsibility to workers and communities. As a result, indifference to intolerable working conditions and destructive side effects characterizes the original technical codes of industry. This sets the stage for the labor struggles of the nineteenth century and the struggles over regulation in the twentieth century. The socialist movement has always regarded these struggles as preliminary to a general overthrow of the property system. But their structure indicates a more general feature of technological societies that is significant under any regime. The relation of lay and expert actors is implicated not only in the challenge to the private property, but in every aspect of modern social life that is organized around technical disciplines and controls.

			The valuative bias of technology reflects and evokes what I call participant interests. Technologies enroll individuals in networks. These networks associate the individuals in various roles, such as user, worker, or victim of its side effects. Each role implies certain interests and opens the individuals to a corresponding situated knowledge of the network. Where these interests are poorly served by the existing designs tensions can arise leading to demands for change. Because the individuals are on the inside, participating in the activities the technologies support, they sometimes have unusual insights and influence.2

			The technical disciplines respond to these public interventions by gradually incorporating a broader range of considerations in their concept of the object and their practices. The increased complexity of the disciplines corresponds to the real complexity of the world on which they operate. Values do not appear within the disciplines directly and immediately, but indirectly through designs that address side effects, demands, and opportunities identified in protest, hacking, and innovation. The results are improved technical disciplines and technologies as judged from both a technical and a normative standpoint.

			The dynamic interaction of technical disciplines and public interventions is a consequence of the differentiations that make modernity possible. Until technology achieved a certain autonomy, it was constrained by craft traditions and religious, ethical, and aesthetic conceptions. Modernity unleashes technology by creating the conditions for the development of independent formal rational systems. Social rationality is thus a productive feature of modern societies despite the problems it brings in its wake. But the rapid development of modern technology, especially since World War II, has such vast and threatening impacts that technology can no longer conserve the full degree of autonomy it acquired in modern times.

			The ultimate reality test for technology is public acceptance, since the public must deal not only with each particular technology in its ideal setting but all of them together in the chaotic world of daily life. Informal experiential knowledge is not simply inferior to technical rationality but it encounters the world differently. Rather than abstracting toward a limited explanatory register consisting of causes and functions, experiential knowledge connects ideas by association. It operates with the lived experience of the phenomena, where values and meanings circulate freely. This may lead to confusion and error, but it is also open to the unforeseeable complexity of the world. That openness can be essential where the narrow scope of the values and connections built into technology leads to disaster or blocks progress.

			Feedback from “reality” as it is experienced by ordinary people under these conditions is thus not extraneous to technology but essential to its successful development. In a differentiated society, that feedback takes place through a sometimes conflictual circulation of information and products between the public and technical experts and their technical disciplines. In sum, neither technical rationality nor everyday rationality are complete in themselves; they form halves of a fragmented whole. Anything that promotes the interaction of these divergent ways of understanding the world is progressive.

		

	
		
			Chapter Six

			Function and Meaning1

			The Double Aspects of Technology

		

		
			The dystopian project of modernity consists in the reduction of cultural meaning to instrumental function. The attempt to generalize functionality as a culture, to found a civilization on it, commands our attention once it is noticed. The critique of this astounding project in a wide array of thinkers should also command our attention. It represents a new current of social theory, a critical modernity theory that grasps functionality not as a specialized attribute of tools but as central to social life.2

			This chapter traces the theoretical background of the split between function and meaning. It then discusses the account of the split in the philosophies of technology of Heidegger, Lorenzo Simpson, and Albert Borgmann. Their attempts to overcome the split are not entirely satisfactory but help to focus the issue. A discussion of contemporary struggles over information technology offers a more hopeful perspective on a possible resolution of the split.

			Function and Meaning

			The central insight of modernity theory is the notion that functional understandings mask and replace more complex meanings in the dominant culture. This occlusion of meaning characterizes administrations and business but is deepest in the case of technical devices. There, relatively simple functions are often described in an operating manual. Such manuals are apparently exhaustive—that is, once you have understood the device on their terms, it seems you understand it fully.

			But of course there is more to say, lots more. Automobiles and computers belong to a social world in which they play many roles. They are linked to so many other features of that world it is impossible to grasp the totality of their involvements, some symbolic, others causal. A few examples illustrate this complexity. Automobiles shape urban designs, they signify the status of their owners, they are polluters, and so on. Computers similarly transform intellectual property regimes, alter the relations between individual self-expression and the mass media, overcome various types of social isolation, and so on. One could continue these lists ad infinitum.

			We need a term for signifying this wider range of involvements obscured by the emphasis on function. The traditional term “essence” played this role to some extent in referring to purpose and potentiality. I will call it by the neutral term “meaning” in what follows. “Meaning” in this sense denotes the role and the associations objects possess within a way of life.

			For example, food is not merely calories––its functional aspect––but is also the occasion for the pleasures of the table, good taste, etiquette, and conversation. It is edible according to culturally established rules and is eaten in a specific order with some items beginning the meal and others ending it, accompanied by appropriate drinks, and so on. All these complex cultural associations with food are as much a part of its experienced reality as its caloric content. The richness of this cultural dimension is lost not only in the functional abstractions of dietary manuals but also in the barren setting of fast-food restaurants. This example could be matched by others from every area of social life. In each case, cultural interpretation reveals the hermeneutic complexity of the world from which functions are abstracted by reified thought.

			But in modern societies, a purely functional understanding is encouraged by the existence and prestige of technical disciplines. The transportation function of the automobile is of special concern to automotive engineers. They are obviously justified in narrowing their professional focus. But there is a sense in which an ordinary nonprofessional who understands the automobile exclusively in terms of its function adopts the engineer’s point of view in an inappropriate context. There is a risk that the legitimate limits of engineering as a realm of technical knowledge may become misleading obstacles to broader understanding for the citizen, the user, and the theorist.

			The same functional attitude that makes possible technical disciplines “releases” meanings from fixed associations with functions. The traditional unity of the crafted object and its meaning is broken, and it becomes possible to manipulate meanings, much as technical components are manipulated. Advertising and propaganda are the tip of the iceberg: their existence reveals the general contingency of meaning in a technically ordered social world. Meanings now appear as subjective overlays on technologies and technical systems and as such lack substantial reality.

			Nevertheless, the loss of the richness of meaning is essential to modernity. It makes possible tremendous progress in the power and effectiveness of markets, organizations, and technologies. Effective technical means of controlling the natural world give rise to unprecedented economic growth and the emergence of large-scale social organization and enterprise. The progress of knowledge and the emergence of individuality depend on ease of movement in space and transmission of intellectual resources on an ever-widening scale. Better education and relatively greater security of life erode religious traditions and customs inherited from the past and open individuals onto the future to an unprecedented extent. These are the foundations of modern life.

			But the results of all this progress are mixed, since so many aspects of reality are ignored by the systems that serve in the race for power and wealth modernity unleashes. Every advance seems to be accompanied by devastating setbacks. The twentieth century, which should have seen a triumphant justification of reason, instead saw both triumph and disaster. Wars, nuclear weapons, concentration camps, and environmental crisis are a part of its heritage, along with greatly increased wealth, the spread of democracy, medical advances, decolonization, and progress in race and gender equality.

			There are two very different interpretations of these mixed results. Many, perhaps most, people conceive of rational means as in themselves innocent, neutral, employed for ends either good or bad. This is the obvious answer to the question of the failures of modernity: bad people make a bad use of the neutral instruments reason supplies.

			But philosophers in the tradition of modernity theory gave the critique of rationality an original turn. They argued that there is a fundamental flaw in rationality as we in the modern world understand it. They did not claim that irrationality would be an improvement. They rejected the old romantic hostility to reason that would lead to such a conclusion. Instead of romantic protest in the name of feeling, the argument focused on historically specific distinctions between our understanding of rationality and its place in society as contrasted with that of other societies. The most significant such distinctions are the highly abstract formal character of our rational disciplines and the generalization of rationality as a cultural form. Weberian sociology gave these distinctions critical force.

			The influential Weberian approach explains the “differentiation of cultural spheres.” Art, religion, politics, economics, and technology become independent of each other in modern societies in contrast with their intimate connection in earlier times. Differentiation effectively separates objects and actions in each sphere from their social context, formed by the other spheres. But since goals are formulated in the nontechnical spheres, means and ends are no longer related conceptually and practically.

			The methodological basis of this concept of differentiation originated with Marx, who argued that the market has a unique rational form imposed by sundering capitalist economic exchange from tradition, religion, and politics. The larger context of use value, which situates objects within the way of life to which they belong, is replaced as an effective basis of economic action by the narrow concept of exchange value. Marx also showed that apparently autonomous market rationality is tied to the rise of a specific class and creates a class-biased society. Neutral rationality and class bias are conjoined in the market.

			Modernity theory argues that science, technology, and business achieve autonomy as they are stripped of religious, traditional, and other cultural influences and released to develop their own intrinsic logic. This is the social ontological equivalent of the epistemological notion of pure rationality. It asserts the effective institutional separation of functional aspects of objects from their broader significance in their social context. The premodern notion of “essence,” with its teleological conception of meaning that embraced a wide range of connections, gives way to a narrowly instrumental rationality organized around a modern notion of causality. In the next section I will sketch this concept of differentiation as it contrasts with less differentiated premodern forms of life.

			Technology and Culture

			Culture supplies the meanings things take on as they enter the social world. But culture is not merely attributed to things. It is also present in everything we do. It is culture that distinguishes our actions from natural events by making it possible for ourselves and others to “read” our meaning and purpose. In another sense culture bears a significant resemblance to nature. Indeed, culture is what we take for nature, the usually unquestioned premises of our thinking, acting, and speaking. For the most part we operate on the basis of these premises without formulating them consciously.

			Cultural assumptions are more stable and widely shared than mere matters of opinion or taste. But they too can be called into question although always against a background of other assumptions that are not thematized and challenged. Culture evolves but generally not through direct challenge so much as through gradual changes in practices and taste of which people are scarcely aware at the time. Culture is more or less securely armored against challenge and change, depending on the nature of the social system. A stable and isolated tribal society is better able to preserve its culture than a rapidly changing modern society in global contact with other modern societies. As a consequence, culture is far easier to question, hence far less “cultural” under modern conditions. Its weakened hold is due in large part to the impact of technology.

			In common usage, premodern “craft” is contrasted with modern “technology.” Both are ways of making artifacts using tools, but they differ in the scale of their activities and their cognitive basis. Craft employs hand tools in small workshops, whereas the paradigmatic instances of modern technology operate at huge scales and have correspondingly huge impacts on nature and society. Traditional crafts serve and express their culture, while our technology is in constant motion, disrupting social institutions and destabilizing cultural life. The difference is in large part a function of the application of scientific and engineering knowledge to which craftspeople did not have access in the past.

			The differentiation of knowledge of nature from other cultural spheres leads to the development of modern science, based on rational procedures and experiment and validated by an expert community. Under this dispensation science achieves considerable independence of other social institutions. Something similar happens to technical know-how although to a lesser degree. It is gradually formalized in technical disciplines that resemble and are enriched by science.

			What distinguishes technology most fundamentally from craft is this differentiation of technical activity from other types of social activity. Specifically, technical knowledge is separated out from the prevailing aesthetic and ethical values. The separateness of these categories seems obvious to us. We do not expect technical know-how to involve artistic creativity or ethical rectitude. But in craft they form a single complex. The craftsperson knows the “right way” to make things, and this involves realizing the essence of the artifact in the appropriate materials. Technical knowledge and skill are required, but aesthetic and ethical principles also contribute to the outcome. Without their contribution, it is impossible to specify a culturally acceptable artifact. Considerations such as beauty are thus not conceived as subjective values in the head of the craftsperson but as objective facts about the world, like other culturally secured beliefs.

			This indicates a more paradoxical way in which modern technology depends on culture: its so-called “value freedom.” We take it for granted that technologies are merely efficient means available for any use whatsoever. Separated from values, technology appears to be a product of pure rationality. But this appearance is illusory. Value freedom is a tendentious way of signifying the differentiation of technology from the ethical and aesthetic values that restricted it to culturally secured designs and goals in premodern societies.

			Liberated from such culturally established goals, technology can be designed to serve any purpose set for it. This suits it for employment by organizations, another constant of modernity. Like technologies, organizations are generally defined by rather narrow formal goals such as profitability. These goals are no more able than efficiency to determine any particular outcome of production. For that, the leaders of organizations must rely on their understanding of the market and their interpretation of legal and administrative rules. In the absence of specific cultural direction, these considerations decide what to make and how to make it. Insofar as such decisions lack a stable basis in the culture, technology pursues ends that appear more or less arbitrary. This strange cultural void is itself the culture of technology we hardly question.

			Our technology appears universal to us because it is not tied to any particular set of cultural rituals but is available for changing goals. But this universality is itself a peculiar form of particularity, incompatible with other cultures. This is clear, for instance, from Lauriston Sharp’s account of the effects of the distribution of steel axes by missionaries in an Aboriginal community in Australia. The community prized the stone axes made by its adult male members. These axes were not available as pure means in our sense but were bound up with various rituals of ownership and use. Men alone were authorized by the traditions of the tribe to own and loan out the axes to women and children for their customary tasks. When missionaries distributed steel axes to anyone who helped with the work of the mission, this system broke down. The social hierarchy, the trade and social relations, even the cosmology of the tribe collapsed, and its members were demoralized. Thus replacing a product of craft by a modern technology implied a profound cultural change and not merely an increase in efficiency (Sharp 1952).

			But is this a problem for us as well? The criticism of technology to which we are accustomed generally focuses on the use of technology to achieve particular ends of which we disapprove. We would like to reform the organizations that command the technology to make them serve our purposes. Social movements and state regulation aim to achieve this. But the philosophical critique of technology goes considerably further. Although philosophers do not generally use my sociological terminology, they identify what I have called “differentiation” as the problem to be addressed.

			Insofar as the differentiation of technology belongs essentially to modern culture, this criticism appears strange. Can it be that the philosophers want us to return to the premodern past? Not so, yet the reason for their general discontent is not so hard to understand. Modern societies are fraught with meaninglessness, manipulation, and technological violence. Dystopia and apocalypse beckon as surveillance and nuclear technologies advance. The long-run survival of modern society is very much in doubt. Could it be that our technology, or at least, the way in which we are technological, threatens us with early self-destruction? This is the question of the radical critique of technology.

			This question provokes many others in turn. We would like to know what it is about differentiated technology that leads to such disastrous consequences. After all, many good things flow from technological advance as well. Why is the issue not simply the bad uses to which technology is put? Why is a total critique necessary? If the radical critics do not want to give up the fruits of modern technology, what is their alternative?

			Heidegger’s Ontological Critique

			These considerations on culture can help us to understand Heidegger’s critique of technology. But that critique is ontological, not sociological. His ontology is so contrary to common sense that it is very difficult to understand. We tend to think that reality is “out there” while our consciousness is an inner domain that gains access to nature through the senses. We then impose subjective qualities such as cultural meanings on the natural objects of sensation. Heidegger rejects this model. He invents his own vocabulary in which terms such as revealing, disclosure, Dasein, and world substitute for concepts such as perception and consciousness, culture and nature. On these terms we do not impose meaning on the world but receive meaning from it.

			As Heidegger explains it, our most basic relation to reality is not perception as we usually understand it. That is a theoretical construction. Abstracting from our actual experience, we tell ourselves about such things as light rays entering the eye and activating the retina, sound waves causing vibrations in our eardrums, and so on. But we originally encounter our world not through causal interaction between nature and the senses, but rather through action directed at meaningful objects. These primordial encounters later become objects of reflection, but Heidegger rejects the notion that we can explain them in a philosophically significant sense from that standpoint. Instead, we need to start out from what is first, our actual experience, and treat it as an irreducible ontological basis.

			Heidegger argues that the subject of action is not consciousness or the mind, but what he calls Dasein, a German word that means “existence” but can also refer to human being. Dasein is the whole self that engages with reality, not a specialized mental function or perceptual apparatus. It is Dasein and not consciousness to which the world is revealed. The entities Dasein encounters in action are not objective things in the usual sense but what he calls the “ready-to-hand.” This locution refers to the way in which the objects of action are given in that specific aspect by which they can be used. His examples are tools, which we encounter in use through grasping them and setting them to work. In this context we do not focus on the objective properties of tools but rather on the correct way to handle them.

			Dasein is essentially “in” a world of ready-to-hand things. It cannot exist in isolation from a world. By world Heidegger means something like what we refer to metaphorically as “the world of the theater” or “the Greek world.” Such worlds are contingent on human concerns without being subjective. They are an aspect of what truly is as revealed from a perspective. Perspectives open aspects of reality to view while concealing other aspects. They are not so much creative as disclosive and what they disclose is a meaningful complex of some sort. The world is a network of ready-to-hand things in a system of such meanings.

			While Heidegger would certainly reject cultural relativism, something like the concept of culture serves in his account of meaning in terms of what he calls “das Man”—that is, what everyone thinks. If what it is to be a hammer is to be available to Dasein for specific kinds of performances, then it is a hammer only insofar as it is culturally signified as such. Outside of any cultural context, any context of meaning, it is just an oddly shaped piece of metal and wood. Thus the meaning of the hammer is in fact constitutive of its being a hammer. This is obvious in the case of paper money. A hundred dollar bill is worth a hundred dollars only because the meaning of money is culturally established. Even a legal definition of the bill would fail if we did not understand the money as money. Heidegger employs a parallel argument in an ontological account of the objects of experience. On this account what is usually called culture—shared meanings—is not merely a coincidence of subjective states but founds a world.

			These are some of the concepts with which Heidegger approaches the contrast between craft and modern technology. He takes Greek technē as his model of craft. This is an undifferentiated technology that binds aesthetic and ethical values to technical considerations. The meanings that underlie it are fixed by the culture so securely they cannot be easily modified or questioned. These meanings are not strictly functional in our modern sense but include other elements. The Greeks invented a philosophical terminology in which to refer to the complex meaning in which all these considerations are united, calling it the “essence” of the thing.

			We tend to think of the concept of essence as prescientific, but our artifacts too are often richly signified in everyday life. For example, a house is also a home. Along with the functional good of shelter, it provides welcome and privacy, a locus for the rituals of family life, and a testimony to the taste of the owner. Technological thinking isolates function as essential, and this attitude is confirmed by the fact that function can be specified in a technical discipline. It appears to be a separate thing, an infrastructure on which superstructural valuative associations are imposed. The resulting abstraction is substituted for the whole in an ontological synecdoche characteristic of modernity.

			In his discussion of the Greeks, Heidegger explains the unified structure of essence in terms of the four causes of Aristotle, the final, formal, material, and efficient cause. The final cause is the purpose of the artifact. Its formal cause is the shape it must assume in the course of production. The material cause is the raw materials. And the efficient cause is the activity of the craftsperson who makes the artifact. Together they define the work of craft.

			This sounds quite commonplace, but, Heidegger claims, we think so only because we misunderstand it on modern terms. He insists that the efficient cause is not a cause in our modern sense at all. The craftsperson does not make the object in accordance with his intentions in a relation of cause and effect as modern common sense would have it. Rather the craftsperson “gathers” the other three causes and thereby “brings forth” the object of his actions. Craft, Heidegger argues, is a way in which things become what they truly are.

			What does this rather obscure complication of Aristotle’s apparently simple theory really mean? To understand Heidegger’s answer to this question, we must shift our focus. As we have seen, for Heidegger, what things are, their essence, consists first and foremost in their meaning. Heidegger thus insists that we view technical making primarily as the realization of a meaning in an artifact. On this account, everything is what it is through conforming to its purpose and form. For the Greeks even nature is understood as self-producing according to this notion.

			Heidegger calls this way of looking at things a “mode of revealing,” that is, a perspective on the world. Applied to craft, the concept of revealing leads to paradoxical results, at least so they seem to us. What the material becomes at the hands of the craftsperson is not arbitrary but corresponds to a destiny inscribed in its very nature. Heidegger writes, for example, that for the Greeks the potter’s clay takes on form under his hands, but more significantly, it loses its “formlessness.” It is as though the clay achieves its true end in becoming a pot. In sum, for the Greeks craft does not create through causal interaction with materials, as does modern technology, but reveals things which nature unaided cannot bring into the world (Heidegger and Aristotle 1995, 74).

			This conception of craft conforms with an old story told about Michelangelo. When asked how he made his statue of David, he replied, “I just cut away everything that isn’t David.” We feel this to be paradoxical, since it presupposes the existence of the artifact prior to its actual production, but something like that describes Heidegger’s version of the Greek worldview. Like the statue of David, essences in Heidegger’s interpretation of the Greeks, are realized not so much through a positive act of production as through the exclusion of the inessential, of that which deviates from the essential nature of the thing awaiting realization. Hence the concept of essence can be thought of as a limit, peras in Greek, which specifies the thing among the infinite possibilities available. The Greek view of nature was teleological and attributed essences in this sense not just to artifacts but to nature as well. The cosmos was an order created from a primordial chaos by limitation.

			Heidegger contrasts this Greek understanding of making with our modern technology. Technology too is a mode of revealing, but it does not reveal things in their essential nature. Instead, what is revealed is a world of resources and components. Modern artifacts have no stable meaning but are simply functional nodes in an autonomous system of production and consumption. Heidegger calls this system the “enframing” of being. It is not confined to things but encompasses human beings as well. Humans become mechanical parts in systems that surpass them and assign them their function. They even begin to interpret themselves as a special type of machine. But to whom then is the world revealed? Who occupies the position from which this perspective on the world is visible? The role of humans in the revealing of being is occluded. We no longer wonder at the meaningfulness of things. The system dissolves them all into parts of a vast unstoppable machine. This is a Brave New World.

			Heidegger’s critique of modern technology does not address any particular technology. Its object is the technological revealing that stems from the modern ambition to dominate all of being. Heidegger argues that this technological impulse is prior to science, by which he means that viewing the world as an object of domination is a condition for understanding it in modern scientific terms. Why? Because technological thinking reduces meaning to function and eliminates the essences that used to explain nature. New cognitive paths are opened when the making of artifacts is so reduced and differentiated from other dimensions of the culture. With the elimination of teleology and ritual significance, nature is available for analysis and quantification and a modern mathematical and experimental science is finally possible.

			Although his criticism of technoscience is harsh, Heidegger does not propose a return to the Greek way of life. He recognizes the validity of modern science but challenges its forgetfulness of another order of truth, the truth of revealing. By this he means that the study of everyday experience gives us access to truths hidden from science, including the role of Dasein in the apprehension of a meaningful world. But if regression is not the solution, is there another way to get beyond the technological era? An active attempt to do so, Heidegger claims, would just be more of the same, more technology. He hints at the possibility of renewing the power of art to transform the world and suggests that the very extremity of the disaster into which technology is leading us might inspire a change. His most developed proposal is the call for a “free relation” to technology. This alternative to a technological civilization would not require technological change but rather a change in attitude toward technology as we know it. Presumably, if we could use technology without interpreting all of reality in technological terms, we could enjoy the best of both worlds, a world of functional efficiencies and a world rich in meaning. But in his last interview he seems to despair, saying, “Only a god can save us” (1993).

			Philosophy of Technology

			The philosophy of technology has encountered the very same question that preoccupied modernity theory, namely, how can meaning be restored in the context of a civilization based on a paradigm of rationality for which only causes and functions are real.

			Albert Borgmann and Lorenzo Simpson, two philosophers influenced by Heidegger, have addressed this question in their writings (Borgmann 1984; Simpson 1995). They appear to be working with Heidegger’s program or at the very least in its shadow. They hope to restore and validate the concept of meaning through a loosely phenomenological strategy. They address two problems associated with this project: first, the lack of rational grounds for culturally general meanings, and second, the problem of consensus in a postconventional society.

			Both Simpson and Borgmann reject the relativistic devaluation of local meaning in terms of an objective standard of rationality they deem inappropriately applied to culture. They also reject the notion that cultural differences in modern societies can be adequately represented as differing concepts of the good. This supposed “good” is a matter of opinion rather than the articulation of a way of life, and as such it is subject to infinite and arbitrary variation. They agree with Heidegger that there is a very definite consensus around a way of life in technologically advanced societies. This consensus is not located at the level of opinion but at the practical level, where technology shapes a common framework of experience and action. Simpson and Borgmann argue that a desirable way of life will sustain human relations and community independent of the technological fixation of modern societies.

			Their critiques are based on the distinction between function and meaning. They argue against the overestimation of the former at the expense of the latter. Today, individuals commonly talk as though the objects by which they are surrounded were essentially functional. Indeed, they even extend a functional understanding to themselves and their human relations. The human personality is increasingly seen as a collection of functions that are maintained when they break down by more or less efficient medical, psychological, and social interventions.

			The intellectual heritage of this type of argument should be clear by now. The differentiation of society has enabled function to be distinguished from the concrete relationship of artifacts to social life. What Marcuse called “one-dimensionality” results from the attempt to totalize a functional view of the world, denying the residue of meaning excluded by the differentiation of function. For Heidegger the key loss is the consciousness, however obscure, that Dasein has of its essential role in recognizing and understanding meaning. From this follow the other issues on which Simpson and Borgmann focus, the suppression of awareness of the second “dimension” of social life, the meanings and associations that enable community, and humane understanding and self-understanding.

			Lorenzo Simpson addresses this problem as the reduction of “meaning” to “value.” Values as he defines them are purposes, simple ends or goals. They can be abstracted from the complex web of meanings in which they emerge in actual life and represented independent of that context. Such abstractions have their uses, but when they are substituted for the larger framework of meaning, the results are dispiriting.

			Meanings are built out of myriad connections between experiences and spheres of life. They are not definite, bounded things we have at our disposal, but structures or frameworks which we inhabit and which contribute to making us what and who we are. Meanings are enacted in our perceptions and practices. They are not chosen but rather they “claim us.” Purpose is only one aspect of the phenomenon of meaning, but it can be isolated and privileged as the significance of the whole. The technologies that mediate the achievement of purpose then appear peculiarly central. The pursuit of ends with means, preferably technically efficient means, replaces an understanding of meaning. The focus on the means leads to a forgetfulness of the complexity of the structure of meaning and eventually to the lopping off of whole dimensions of the original experience that appear irrelevant to maximum efficiency.

			Simpson points out a second consequence of the reduction of meaning to value. Structures of meaning belong to a way of life. They can be justified only within that framework, by reference to each other and to the general virtues of the way of life in question. Values, on the other hand, seem arbitrary unless justified by arguments with rational appeal under any and all conditions. But such arguments invariably fail, and so the values perspective leads directly to a relativism that devalues the idea of the good life generally.

			Simpson argues that the values perspective presupposes an absolutely detached observer. But the “death of God” is also the death of an absolute knower, uninvolved in any social world and tradition. Simpson writes:

			What happens in such a transformation of meaning into value? As meaning becomes thematized as value, the manifold connections that operate in part “behind our backs” and that, through informing and shaping our experience, predispose us to experience in a characteristic way are transformed into premises. The validity of these value-premises, apart from the referential anchoring in the meaning that gave rise to the value, stands or falls with the rational evaluation of those premises. Our inability to provide purely rational foundations for such premises, in abstraction from the meaning that gives them point, results in our inability to experience them as binding in a nonarbitrary way. That is, such values qua values, that is, in isolation from meaningful practices, cannot claim us. (Simpson 1965, 47)

			If the position of the participant is privileged rather than that of the outside observer, relativism is avoided by reference to the internal significance of the meanings that circulate in a way of life. Those meanings do not have a compulsory evidence; they can be thematized and criticized. But the exercise of critical intelligence is a moment within the way of life, not escape beyond any and all involvement. Criticism does not automatically devalue meaning in general, but enables a more refined and appropriate relation to meaning in the particular situation of the participating individual. In sum, experience is not transcended in knowledge but forms its horizon. Simpson calls this a “sittliche account of rationality,” referring to the Hegelian notion of value as immanent in the way of life of the community rather than speculatively constructed in abstraction from any involvement (Simpson 1965, 131).

			Unfortunately, Simpson does not see that the very reasons he adduces for insisting that values not be disengaged from their background in meanings apply to technologies as well. Technologies, considered apart from their context, are just as abstract as goals artificially isolated from the framework within which they are pursued. As a result, Simpson’s account is vitiated by an unconvincing opposition between technology and meaning. Simpson distinguishes on several occasions between a technological mentality and actual technologies, but he fails to locate his critique clearly on one or the other side of the line between them (Simpson 1965, 8). Thus, he recognizes that a different cultural environment would generate different technologies and yet he also wants to insist that the properties of technology he criticizes constitute a “residue” characteristic of technology in general (Simpson 1965, 174–75, 182). The residue is so loaded with undesirable features as to be incompatible with benign alternatives. Meaning then shrinks to the margins of his conception of modern life, repelled by the very technical means on which it depends today.

			Borgmann’s argument is similar. He contrasts a consumer-oriented way of life with an alternative organized around what he calls “focal things” in something like the Heideggerian sense. For Heidegger the concept of the thing refers not merely to an existing entity but to the gathering power of the objects around which the rituals of everyday life are organized. Things “thing,” according to Heidegger, in the sense that they lay out the framework of a local world within which relationships and identities are formed. In that world, individuals are active participants rather than passive consumers. Borgmann insists that their action is not arbitrary but is shaped by the possibilities opened by the things around which it is organized.

			Borgmann believes that we have become so obsessed with the acquisition of commodities that we have lost touch with things in this Heideggerian sense. Technology teaches the sharp distinction between means and ends where formerly each implicated the other. The complex involvements of individuals with others and with nature of an earlier time, when activities were less effectively mediated by technology, give way to hollow technical control. “Devices . . . dissolve the coherent and engaging character of the pretechnological world of things. In a device, the relatedness of the world is replaced by a machinery, but the machinery is concealed, and the commodities, which are made available by a device, are enjoyed without the encumbrance of or the engagement with a context” (Borgmann 1984, 47).

			Consumer society is made possible by a technology sufficiently advanced to provide abundance. But the role of technology is not innocent. It is not merely a means to extrinsic ends. The ready availability of technological means to specific types of satisfactions tends to bias socially sanctioned desires toward just those satisfactions. Facility and convenience exercise a hidden tyranny that Borgmann calls the “device paradigm.” A whole way of life is thus implied in technology and the consensus it organizes practically is difficult to criticize, much less to challenge and overcome. “Technology,” he claims, is “the new orthodoxy, the dominant character of reality” (Borgmann 1984, 189).

			Meaning arises from engagement with focal things, things that exercise the gathering power to constitute worlds. Such things may be celebrations or occasions as well as objects. They require effort and engagement, a practice “that can center and illuminate our lives” (Borgmann 1984, 4). They develop the relationships and skills of those who engage with them and provide a focus from out of which to experience a context rather than supplying a commodity with efficiency and ease.

			Borgmann readily admits that focal things are not subject to proof or justification in any scientific sense. A “deictic” discourse can however point to the features of the world that engage our focus. In deictic discourse we can testify to the importance of the focal things in our lives and bring them to the attention of others with the hope of engaging them too in their gathering power. This notion resembles the Kantian “reflective judgment,” which is also a testimony and an appeal based on an implicit concept of a shared human nature rather than an absolute ground.

			Like Simpson, Borgmann wants to withdraw from technology into activities on the margins, but he too formulates his program in ambiguous terms. Borgmann rejects regression and claims that a renewed emphasis on focal things will enable us to rectify our relationship to technology. Thus technology as such is not the problem but rather the device paradigm that frames life as the application of efficient means to the pursuit of goals abstracted from a context of meaning (Borgmann 1984, 200). Yet in the end, Borgmann calls for a “two-sector economy” in which technology as device will coexist with craft production. This implies that technology is after all the problem and that bounding it is the solution. Once again the argument wavers between condemning the technological mentality and condemning technology itself (Borgmann 1984, 220).

			Technical Agency

			The modernity theory of Heidegger and other early twentieth-century critics of technology was rooted in the historic transition to the new industrial system based on large-scale macro-systems such as the railroads, the telephone network, and radio broadcasting. These systems appeared to legislate a new way of life that the critics feared would inevitably culminate in a thoroughly technified world. In the meantime, most critics proposed no alternative but offered only more or less original explanations of a society they condemned. The exceptions, for example Mumford and Marcuse, argued that fundamental change in technology was possible and could save human values. On these terms, a return to meaning and focal things would imply not only a new attitude toward technology but also new technology. But this positive stance presupposes a return of agency against the seemingly overwhelming power of the technological juggernaut. Although their reflections on this prospect were too vague to carry conviction, there is evidence that the return of agency has begun under social conditions they could not have foreseen.

			The paradigmatic role of the seemingly autonomous macro-systems has declined as new relations between the public and the technical sphere emerge around environmentalism, medicine, and other domains of controversy. This new constellation is especially clear in the case of the internet. Not only has the internet served as a scene for new forms of sociability, but users have played an unprecedented role in shaping and reshaping the technology. This example is important for revealing new forms of dialectical interaction between technology and the underlying population. In this section, I will develop this example in some detail to illustrate this emerging change in the relation of function and meaning. The point is not that every exercise of public agency yields admirable results but more simply that today meaningful worlds are being constructed out of the functional means the internet provides.

			Sociability was not in the original plans of the internet’s military sponsors. The system was intended to solve technical problems in time-sharing on mainframe computers and to transmit official information between the government and contractors on university campuses. In addition, it may have also played a role in plans for a redundant communication system able to survive nuclear warfare. But early in its history human communication became one of its most important features. This change responded to users’ unauthorized reinterpretation of the system as a communication medium.

			The shift in perception implied in this intervention was explained to me by a vice president of the Digital Equipment Corporation (DEC) in the early 1980s. DEC was famous for enabling small companies to buy medium-sized computers one at a time as they expanded, networking them to build up capacity most efficiently. These computers were designed to manage data and calculations, the original purposes of electronic computing. At that time, human communication on computer networks was slowly emerging alongside these standard usages, much to the surprise of computer professionals. The vice president said, “We were networking computers and we suddenly realized that we were not just connecting the machines but also the users of the machines.”

			I encountered several similar moments of realization in the early history of computer networks, enough to describe a pattern. For example, the French Minitel system connected millions of users in the early 1980s, long before the internet was opened to the public. It was originally intended to be an information system delivering official data and news to dumb terminals, called “Minitels.” The purpose of the system was clearly articulated by the government: to promote the entry of France into the “information age.” But the system was very quickly hacked by users who converted it into a means of human communication. They added instant messaging to the system, which exploded its original purpose and introduced an entirely new one. Of course information was still available, but the meaning of the Minitel was irrevocably transformed by the revelation of its social potential (Feenberg 2010, chap. 5).

			The hacking of the Minitel network responded to users’ perception of unexplored potentialities of the technology. These potentialities were suggested by the connection of the Minitel to the telephone network. The hackers subverted the obstacles to communication on a familiar network dedicated precisely to that purpose. In introducing a new communicative functionality, they repositioned the computer differently in the structure of everyday life and transformed its meaning. Notions of efficiency are not helpful in understanding this phenomenon. Nor is it useful to start out from the purely technical possibilities, quasi-infinite in principle. Rather, to imagine this innovation and to understand it, one must work in from meaning in all its complexity to its implementation in functional terms.

			This basic reinterpretation of the nature of computer networks made possible a long history of user-generated innovation that continues to this day on the internet. The essential idea behind many of these innovations, so obvious today but so difficult to realize at the time, is the purely mediating role of the technology in social applications. This mediating role is not, however, transparent. For a connection to be made a context must be supplied. That context positions the users to take specific types of initiatives, for example, to seek personal communication or group communication, dates or information, and so on. Constructing these contexts successfully is not a simple matter and no engineering manual contains the knowledge required. This is because contexts are in effect virtual “lifeworlds,” frameworks of meaning within which affordances emerge.

			These lifeworlds are of course drastically simplified compared to the real thing. But they are not reducible to pure means. They are not tools but environments within which the user moves and works. Consider, for example, classic email programs such as Eudora and Outlook. The division of the interface into three “panes,” one for titles, another for content, and a third for “mailboxes” constructs a specific temporality. The user is called on to assign connections and priorities. By classifying messages according to various criteria and placing them in mailboxes, she constructs a usable past. By reviewing the title pane and responding to the important communications, she enters her future. The simplicity of the interface belies the complexity of the practices it invites and facilitates.

			Still more interesting are the lifeworlds that emerge around group communication on computer networks. Contrary to journalistic hype, these practices do not date from the creation of Web 2.0. The earliest forms of group communication were asynchronous bulletin boards and computer conferencing programs that enabled users to send messages to a shared file instead of to a personal addressee. Long before the internet was open to the public, people were conducting business meetings, social gatherings, and discussing hobbies, illnesses, and politics on various commercial networks. Of course these forums lacked many Web 2.0 features, but they made it possible to connect to a group rather than to an individual.

			Within this framework users employed writing to construct identities and virtual worlds oriented toward their interests and concerns. They established a communication model at the outset by stating the kind of meeting in which they were engaged. They bounded the group more or less effectively with software or communication practices. They constructed a past and future through techniques of archiving and mutual response. As a result of these activities, computer networks became environments within which communities form and creative activity goes on (Feenberg and Barney 2004).

			With the success of Facebook much of this activity migrated to a platform operated by a new kind of macro-system. But although Facebook bears comparison in terms of size to the intruding technological juggernauts that so distressed the early critics of modernity, it actually exercises very little control over its users. It resembles a common carrier such as the telephone network, but one on which group sociability is privileged to an unusual degree.

			Facebook’s innovation was simply to organize online communities around a personalized file. The adoption of this innovation by millions of people no doubt reveals the narcissistic side of human nature, but it also demonstrates once and for all that technology not only deconstructs worlds but also builds them. The functional dimension of these online communities and their role in Facebook’s commercial strategies are doubled by their independent role in the construction of social worlds. The social relations active on the network bear meanings that are modulated in some sense by the system, but not reducible to its functions. Recognition of the value of human communication activates individuals in new ways that belie the pattern of “technology” as it has been understood by the critics.

			These examples of human communication on computer networks show that the emphasis of critique should be less on features of technology as such or the ills of consumerism and more on the question of agency and the norms under which agency is exercised. These new expressions of agency in the technical sphere respond to experience with technologies. The innovators in the case of computer networks reinterpreted their situation in terms of insights available for the most part outside the technological mainstream. They encountered their “world” in the light of potentialities unsuspected by those who first constructed its elements. Innovation is thus not just the discovery of new uses but also of new worlds in which those uses emerge.

			Conclusion: Hermeneutics of Technology

			A hermeneutics of technology is needed to articulate the dimension of meaning of technology and to explain how it relates to functionality. Many approaches to developing this hermeneutics are possible. For example, one could turn to the social histories of various technologies for insight into how they engaged with many aspects of the life of their time. A theoretical approach to the relation of function and meaning might be elaborated through analysis of such examples. My very brief sketch of email clients shows the relation of function to meaning from this angle. What appear to be narrowly functional aspects of a computer interface in reality open up considerations on time that point to an unsuspected complexity. The apparently banal division of panes organizes more than incoming texts; it organizes the users’ life, or a more or less significant part of it.

			I have attempted to work out the general implications of this approach in the instrumentalization theory. According to this theory both aspects––function and meaning––belong to the “essence” of technology. As functional technology responds to a causal logic and is explained in technical disciplines that are relatively differentiated and autonomous. As meaningful, technology belongs to a way of life and embraces not only a minimal significance directly related to its function but also a wide range of connotations that associate it with other aspects of the human world in which it is involved. The evolution of modern technology takes place in large part through the interaction between these dimensions. Modern societies tend to separate them institutionally, for example, distinguishing engineering from everyday understanding, management from working life, and control from communication. But in practice there is constant interchange between the differentiated dimensions. In fact they interact and conflict not only institutionally but within the individuals as they respond in routine or innovative ways to the technological environment in which they live.

			The example of communication on computer networks suggests a different paradigm of technology from the macro-systems that so disturbed the modernity theorists, and a different notion of democracy from the usual one. So long as the encounter with the technical in everyday experience is subordinated overwhelmingly to an unyielding world of macro-systems, a one-dimensional universe prevails. But we live increasingly in a social world in which the meaning-generating activities of the individuals interact with technical disciplines and artifacts. The experiential encounter with technology invests it with new meanings. From this standpoint the notion of democratic public life must be reformulated to signify a reversal in the relations of dominance between function and meaning and the modes of action on which they depend.

		

	
		
			Part III

			Heidegger and Marcuse

		

	
		
			Chapter Seven

			Heidegger and Marcuse1

			On Reification and Concrete Philosophy

		

		
			Herbert Marcuse (1898–1979) completed his doctorate in 1922 but decided not to pursue the habilitation that would have qualified him for an academic career. Instead, he returned to Berlin, where he established an antiquarian bookstore with a partner. When he read Being and Time shortly after its publication in 1927, he reconsidered his options. He believed that unlike the philosophy he had studied previously, Heidegger’s philosophy was “concrete,” relevant to life. He later said, “We saw in Heidegger what we had first seen in Husserl, a new beginning, the first radical attempt to put philosophy on really concrete foundations—philosophy concerned with human existence, the human condition, and not with merely abstract ideas and principles” (Marcuse 2005, 165–66).

			In 1928, Marcuse became Heidegger’s student, and in 1930, he delivered a brilliant thesis titled Hegel’s Ontology and the Theory of Historicity. Apparently, Heidegger rejected the work, and in any case, it would soon be impossible for a Jew like Marcuse to find employment in a German university (Kellner 1984, 406n1). Edmund Husserl, with whom Marcuse also studied, contacted Max Horkheimer on Marcuse’s behalf. In 1933, Marcuse joined the Frankfurt Institute for Social Research Institute in exile.

			Marcuse’s most detailed discussion of his early relation to Heidegger is in a 1972 interview with Frederick Olafson. He observes that he and Heidegger’s other students were surprised by their teacher’s sudden adherence to Nazism. But he also claims that the gloominess of Being and Time already suggests a joyless, repressive concept of existence not incompatible with Nazism. There is one further comment in this interview that illustrates the unreliability of philosophers’ self-interpretations. Marcuse says that he had few reservations about Heidegger’s thought during this period, which implies that he was a loyal disciple. We will see that this is far from the case.

			In 1934, Marcuse settled accounts publicly with his Heideggerian past in an essay titled “The Struggle against Liberalism in the Totalitarian State” (Marcuse 1968). This essay argues that Heidegger and other Nazi sympathizers such as Carl Schmitt abandoned the fundamental concepts and norms of the philosophical tradition. The “existentialists” attempted to concretize the abstract categories of philosophy but ended up producing new and still emptier abstractions that canceled the ethical implications of the traditional ones and surrendered thought to power.

			In 1947, Marcuse met Heidegger at his hut near Freiberg and came away dissatisfied: Heidegger apparently admitted his political error but declined to make a public apology. In the following months, in an exchange of letters, Heidegger asserted the moral equivalence of the Holocaust and the hardships suffered by Germans during and after the war. This was the last straw for Marcuse who denounced his former teacher in a final letter that broke off all relations (Wolin 1993, 152–64). Nevertheless, Heidegger’s thought had a continuing influence on him.

			Marcuse’s appropriation of Heideggerian themes divides into two periods. The first phase has been called “Heidegger-Marxismus.” It focuses on the existential problematic of revolutionary action as a form of authentic existence. This phase is cut short not only by historical contingencies but also by Marcuse’s discovery in 1932 of Marx’s Economic and Philosophic Manuscripts. The Manuscripts offered him a Marxist language and conceptual framework in which to pursue many of the themes of his Heideggerian phase. Much later, in the 1960s, Marcuse focuses on the critique of science and technology. In this period, Heidegger again appears as a significant interlocutor, although there are few explicit references.

			Heidegger-Marxismus

			Marcuse was a Marxist all his life. He participated in the soldier’s councils in Berlin during the 1918–1919 revolution that followed World War I and remained true to the socialist ideal to the end. Thus, his interest in Heidegger’s philosophy may seem surprising. In fact, he found in Heidegger the basis for a response to the crisis of Marxism.

			With the defeat of the wave of revolutionary offensives that followed World War I, the mechanistic and economistic Marxism of the prewar period was discredited theoretically. It could account for neither the one successful revolution in Russia—a backward country—nor the failed revolutions that occurred in advanced ones with low proletarian participation. Marxist theorists such as Georg Lukács argued for a theory of class consciousness to explain the actions of the proletariat, both its revolutionary enthusiasms and its disappointing acquiescence. Lukács introduced the concept of reification to describe the objectivistic and instrumentalist culture that blocked revolutionary aspirations in capitalist society.

			When Marcuse was working with Heidegger and very much under his influence still, he reinterpreted the concept of authenticity in terms of revolutionary decision. He argued for the relevance of the concept to Marxist social theory. Such an existential interpretation of the revolutionary impulse had never been explored in the Marxist tradition. The usual interest-based explanations of class consciousness could hardly account for the passion for a new life expressed in the revolution. In contemporary terms, we would say that traditional Marxism lacked a concept of revolutionary identity. This is precisely what Marcuse’s social version of the Heideggerian concept of authenticity set out to provide.

			Marcuse read Heidegger’s theory of inauthenticity and authenticity as an implied critique of reification and a call to historical participation in a radical project of social transformation (Goldmann 1973). This was roughly how Heidegger himself understood his theory in 1933, with disastrous consequences. Marcuse appropriated the same theory for a diametrically opposed politics. Such different interpretations were possible because of what Marcuse would later call the “phony concreteness” of Heidegger’s thought. However, at the time, Marcuse believed Marxism could grant it truly concrete meaning.

			Marcuse develops what I call a “meta-critique” of the Heideggerian concepts. The meta-critique interprets philosophical abstractions as ontologized historical categories. On the one hand, he draws on Marx to provide a social content to Heidegger’s ontological claims. On the other hand, the Marxist concept of labor is ontologically grounded in the Heideggerian concept of being-in-the-world. Heidegger’s Being and Time was thus transformed into a political theory with a normative foundation.2

			Marcuse argues that subject and object are related most fundamentally, ontologically, not through consciousness or knowledge but through labor. This transforms Heidegger’s account of the fundamental subject-object relation as practical action, which he calls “readiness-to-hand.” Heidegger’s account culminates in the concept of a meaningful world, but once the system of references in which world consists is identified with the Marxist concept of labor, it becomes the site of exploitation and revolt. The relation between this rather forced interpretation and Heidegger’s analysis of being-in-the-world was apparent to Heidegger himself. In his only recorded comment on Marcuse, he says that Marcuse saw a parallel between Marx’s claim that being has precedence over consciousness and his own rejection of the priority of consciousness in Being and Time (Heidegger 2003, 52).

			Marcuse reinterpreted the concept of Dasein in these terms. Heidegger’s concept already represents a concretization of the philosophical concept of the subject. He is influenced by Dilthey in identifying this concrete subject with the living individual as opposed to a pure cognitive function. Marcuse agrees with the general approach, but argues that the material needs of the individual are not merely an ontic complication but belong to its essential nature. The temporality of Dasein is now concretized through the notion of labor. Dasein must “project” itself into the future, not in the abstract but concretely through the transformation of nature. Its fundamental relation to the world, its “being-in” is now explained not just by the individual relationship to ready-to-hand tools, but by the social conditions of labor. This ties its relation to the future to its social relations with the others alongside whom and for whom it labors.

			This radical revision of Heidegger’s concepts situates the individual in antagonistic relations. Class now enters the ontological domain described by Heidegger. Marcuse asks,

			[I]s the world “the same” even for all forms of Dasein present within a concrete historical situation? Obviously not. It is not only that the world of significance varies among particular contemporary cultural regions and groups, but also that, within any one of these, abysses of meaning may open up between different worlds Precisely in the most existentially essential behaviour, no understanding exists between the world of the high-capitalist bourgeois and that of the small farmer or proletarian. Here the examination is forced to confront the question of the material constitution of historicity, a breakthrough that Heidegger neither achieves nor even gestures toward. (Marcuse 2005, 16)

			From a Heideggerian standpoint, this seems a mere substitution of sociology for ontology. Is there not a more fundamental ontological level shared by all these various types of Dasein? Marcuse would agree, but he argues that the fundamental level can only be described starting out from the concrete human situation, which is characterized by the struggle for the necessities of life.

			Marcuse’s politics then follow from his concretization of the concepts of inauthenticity, or “fallenness,” and authenticity. Inauthenticity is no longer identified with conformist absorption into the anonymity of “das Man” but is due to the reification or alienation of labor. Inauthentic objectivism is now identified with the reduction of possibility to actuality in the reified world of the capitalist economy. Authentic action, which Heidegger describes as “precisely the disclosive projection and determination of what is factically possible at the time”—that is, the response called for by the situation—is now redescribed as the “revolutionary act” in which the situation—reification—calls for a transformation of the conditions of labor (Heidegger 1962, 345). The reference to facticity points beyond objective knowledge to the lived encounter of the individual with the potentialities made visible by his or her situation. Marcuse writes, “Knowledge of one’s own historicity and concrete historical existence becomes possible at the moment when existence itself breaks through reification” (Marcuse 2005, 32).

			The existentialia Heidegger introduces appear arbitrary or excessively abstract in the light of Marcuse’s meta-critique. But given the collapse of the idea of proletarian revolution, Marcuse’s early attempts at concretization appear as arbitrary as Heidegger’s. Nevertheless, the meta-critical structure of his Marxist argument will continue to rule his later much less orthodox writings. The concept of reason is subjected to this treatment in the later critique of technology.

			Technology and Rationality

			In 1960 Marcuse published a short article titled “De l’ontologie à la technologie: Les tendances de la societé industrielle” (Marcuse 1960). This article promises a forthcoming book, which will be One-Dimensional Man. The article contains a significant reference to Being and Time. Once again, Heidegger’s text is meta-critically interpreted.

			A machine, a technical instrument, can be considered as neutral, as pure matter. But the machine, the instrument, does not exist outside an ensemble, a technological totality; it exists only as an element of technicity. This form of technicity is a “state of the world,” a way of existing between man and nature. Heidegger stressed that the “project” of an instrumental world precedes (and should precede) the creation of those technologies which serve as the instrument of this ensemble (technicity) before attempting to act upon it as a technician. In fact, such “transcendental” knowledge possesses a material base in the needs of society and in the incapacity of society to either satisfy or develop them. I would like to insist on the fact that the abolition of anxiety, the pacification of life, and enjoyment are the essential needs. From the beginning, the technical project contains the requirements of these needs. . . . If one considers the existential character of technicity, one can speak of a final technological cause and the repression of this cause through the social development of technology. (Marcuse 2011, 136–37)

			This passage translates Heidegger’s transcendental analysis of worldhood as a system of instrumentalities based on a generalized concept of “care” into the historically specific concept of “technicity” as the system of technology. Heidegger’s “care” has become the orientation toward human needs intrinsic to instrumental action as such, including modern technology. But service to human needs has been blocked by capitalism. Thus, what Heidegger thought of as an ontology of instrumental action unifying human being and world in terms of an unspecified possible end has become a normative account of the failure of technology to realize its quite definite proper end––human needs. Marcuse sets up the contrast between a truncated technological “a priori” aimed exclusively at domination and an alternative a priori that would fulfill the telos of technology in the creation of a harmonious society reconciled with nature. Technology is not neutral, but rather it is ambivalent, available for two different developmental paths. 

			In 1964, Marcuse finally published One-Dimensional Man. Chapters 5 and 6 can be seen as an implicit response to Heidegger’s “The Question Concerning Technology.” The problem Marcuse poses is how to explain the connection between capitalism as a system of domination and scientific-technical rationality. Chapter 5 corresponds to Heidegger’s discussion of Aristotle and contrasts premodern ontology with modern science. Chapter 6 then explores the science-technology connection and concludes with a discussion of their political role under capitalism.

			Marcuse’s history of rationality can be read as an alternative to Heidegger’s history of being. Marcuse explains that in its ancient Greek form, reason encountered a world of substantial things. For the Greeks, exemplified by Aristotle, things are not composed of functional units awaiting transformation and recombination, but rather they are “substances” with an essence that lays out their form and purpose. “Is” and “ought” are harmonized in the potentialities belonging to the essence. This Greek a priori is realized practically in technē, the knowledge associated with craft production and artistic creation, which actualizes essence in a material.

			This Greek conception of rationality is superseded in modern times by the scientific mode of experiencing and understanding the world. The new a priori has two essential features, quantification and instrumentalization. Science does not address experience in its immediacy but transforms everything it encounters into quantities. This stance eliminates purpose and, hence, also potentiality from the world. This is the basis of the value-neutrality of science, its indifference to the good and the beautiful in the interests of the true.

			The world, now stripped of any valuative features and disaggregated, is exposed to unrestrained instrumental control. This instrumentalism is innocent enough within the framework of scientific research. Science learns by manipulating its objects in experiments. But the innocence of science is lost when the possibilities of instrumental control opened by its a priori are exploited on a much larger scale by technology. This is the inner connection between science and technology. It reveals the inherently technological nature of science hidden in the cloister of the lab. Thus Marcuse writes, “The science of nature develops under the technological a priori which projects nature as potential instrumentality, stuff of control and organization” (Marcuse 1964, 153).

			In support of this view Marcuse cites several passages from Heidegger’s writings on science and technology. He quotes Heidegger’s explanation that the “essence of technics”—Marcuse’s a priori—is the basis of mechanization:

			“Modern man takes the entirety of Being as raw material for production and subjects the entirety of the object-world to the sweep and order of production.” “. . . the use of machinery and the production of machines is not technics itself but merely an adequate instrument for the realization of the essence of technics in its objective raw materials.”3

			Marcuse diverges from Heidegger in arguing that the congruence of science, technology, and society is ultimately rooted in the social requirements of capitalism and the world it projects. As such, science and technology cannot transcend that world. Rather, they are destined to reproduce it by their very structure. They are thus inherently conservative, not because they are ideological in the usual sense of the term, or because their understanding of nature is false. Marcuse never calls into question the cognitive value of science and technology. Rather, they are conservative because they are intrinsically adjusted to serving a social order that views being as the stuff of domination. Thus, “Technology has become the great vehicle of reification” (Marcuse 1964, 108).

			On this account capitalism is more than an economic system; it is a world in the phenomenological sense of the term. This world is the historical project of a specific historical subject, that is, it is only one possible world among those that have arisen in the course of time. The subject of this world, capitalism, can be displaced by another subject. The question of the future of society is thus raised.

			The progressive alternative Marcuse imagines would have a different mode of experience, of “seeing,” from the prevailing one. “The leap from the rationality of domination to the realm of freedom demands the concrete transcendence beyond this rationality, it demands new ways of seeing, hearing, feeling, touching things, a new mode of experience corresponding to the needs of men and women who can and must fight for a free society” (Marcuse 2001a, 117–18). He develops this idea in An Essay on Liberation (1969) with his theory of the “new sensibility.” The new sensibility projects an aesthetic lifeworld oriented toward needs rather than domination. It would be technological but in a different way, respectful of the potentialities of its objects, both human and natural. Is there a hint here of a response to Heidegger’s suggestion that someday art might find the power to again shape worlds? Perhaps so, but by the time Marcuse writes this text, Heidegger has disappeared as a reference.

			Conclusion: From Existential Marxism to Rebellious Subjectivity

			Marcuse’s aesthetic politics found an echo in the New Left. Today a rather different form of politicization is slowly emerging, aspects of which resemble his existential account of resistance. Marcuse witnessed the earliest stages of this development in the years immediately following the publication of One-Dimensional Man. He was struck by the willingness of the new activists to break free from the established society and its rituals of competition and consumption. This was called “dropping out” in the 1960s, but for many of the “dropouts,” and for many of those who sympathized with their goals, it was just as much about changing the society as about evading its pressures and limits. Marcuse was swept up by the movement that idolized him, but he was not uncritical. He argued for engagement with social problems and for a greater emphasis on theory and effective strategy. The argument is still relevant.

			The “rebellious subjectivity” that animated the movement was not a mere matter of opinion. Marcuse explained it as an affirmation of Eros, the life instinct. He believed resistance emerged from the psychic depths, from a somatic reaction to a society bent on waste, death, and destruction. This quasi-Freudian account of the movement coexisted in his late work with an earlier theme, the threat to individuality. Together these themes suggest a continuity with Marcuse’s early existential Marxism. I want to briefly explore this continuity in conclusion, once again showing how a single conceptual framework unifies apparently disparate influences and stages in the development of his thought.

			On the terms of Being and Time, passive conformity to the reified technical environment would be a manifestation of das Man. Heidegger’s notion of resolute authenticity was intended to explain the break with conformity. Although he interpreted this notion in terms of the concepts of death and a vague notion of historical destiny, it is relevant to Dasein in its technical dealings with entities. Then authenticity suggests technical creativity rather than revolution. Indeed, the free improvisations and resistances of individuals within the enframed system obey the logic of the imagination as Marcuse might have argued. These actions generate a meaningful world in the face of the “consummate meaninglessness” imposed by enframing. The dialectic of enframing and authentic action describes the modern experience in all its threat and ambiguity.

			Once the decisive action of the authentic individual is treated as resistance to capitalism, it offers an original account of the revolution as a dereifying practice. “What is factically possible at the time” can be reinterpreted as the potential for socialism disclosed by the lived experience of the social contradictions. In Marcuse’s later work, the concept of individuality is substituted for the discredited Heideggerian concept of authenticity, but the structure of the early theory is retained.

			We can apply this theory to contemporary struggles over technical systems and technology if we eliminate the revolutionary pathos. Then, authentic individuality suggests democratic political engagement with what Heidegger called the “challenge” of technology rather than socialist or nationalist revolution. The free improvisations and resistances of individuals within the enframed system invert the logic of action described in Being and Time. Heidegger explained that the system of references in the workshop, the “totality of involvements,” gives rise to a meaningful world. I have called this the “leap” from function to meaning (Bedeutsamkeit). It is this leap that is blocked by enframing, the reified fragmentation of the modern technical outlook. Today there is engagement with the totality again. Working back from a sense of the whole, the individuals assign new references to the components of the “workshop” in which their technified world consists. The leap is now from meaning to function rather than vice versa, as in Heidegger’s description in Being and Time.

			In his later work, Marcuse formulated the relation to the whole in terms of the second dimension of essence, which transcends the empirical particulars and functional prescriptions toward the new world contained potentially within the existing technical system. Recognition of that potential is an existential decision motivated by a critical sense of the absurdity of a way of life based on competition and violence in a society no longer dominated by real scarcity. This was Marcuse’s interpretation of the New Left, which exemplified the “great refusal” of capitalism in its day. Toward the end of his life, Marcuse responded to the restabilization of capitalism with a call for a “long march through the institutions.” The prospects of revolution receded, but the task of individuality remained and was still connected to resistance. We now know in what that resistance consists: the struggle for democratization of the institutions of a society based on technical rationality.

		

	
		
			Chapter Eight

			The Politics of Meaning1

			Modernity, Technology, and Rationality

		

		
			Thinkers as diverse as Weber, Lukács, Heidegger, Foucault, Mumford, Horkheimer, Adorno, Habermas, and Marcuse created a new type of social theory, a modernity critique in which science and technology are grasped not as a specialized activity or a productive force but as a cultural phenomenon. The same methods of quantification and experiment that yield remarkable discoveries when applied to nature, reduce society to a stripped-down functional system freed from tradition, sentiment, and meaning. This reduction causes social pathologies, variously interpreted by these critics. Underlying the diagnosis of the ills of modernity is nostalgia for a world in which the meaning of things, their essence, was secured by a stable culture that set limits on human action, but it is a nostalgia without illusions.

			All premodern societies had something like a concept of essence, understood as a teleological principle of form and development. The ancient Greek concept of essence is based on the idea of technē as the know-how associated with the production of artifacts. The premodern notion of essence, with its teleological conception of meaning, embraced a wide range of technical and cultural connections. It limited human technical activity to means that favored the unfolding of presumed potentialities slumbering in nature while integrating functionality to a traditional culture.

			Modernity unleashes technology by creating the conditions for the development of independent formal rational systems. Craft gives way to a narrow instrumental rationality, freed from all concern with the essential. Where functional activity is relative to essence, it belongs to a meaningful world, but the reductive functionalism of modernity blocks access to meaning. Modern societies conceive a total technical system that embraces human beings as well as things in accordance with arbitrary plans.

			Since it is impossible to return to the closed cultural worlds of premodernity, we must innovate unprecedented solutions. I argue in this chapter that this was Marcuse’s goal. In One-Dimensional Man, he synthesized a wide range of ideas from the early Lukács, Husserl, Heidegger, and his colleagues, Horkheimer and Adorno. This synthesis is the culmination of the tradition of radical modernity critique that rose to prominence in the 1960s in the context of the movements of the New Left.

			The Question of Rationality 

			We are accustomed to thinking of modern societies as uniquely rational, with all sorts of beneficial consequences, but progress in rationality has not only favored democracy, well-being, and the free pursuit of knowledge. More and more of social life and technical activity is organized by socially rational systems such as markets, bureaucracies, and technologies. I call them “socially rational” because they bear a certain resemblance to the rational procedures we associate with mathematics and science (Feenberg 2010, chap. 8). For example, markets are organized around a principle of mathematical equivalence: money purchases an equal value in goods. Similarly, bureaucracies operate through systematic classification and the application of universal rules. In this they resemble a science that applies formal laws to objects according to their type. Business and engineering seek optimum efficiency. This requires precise, quantitative measurement of the sort characteristic of science as well.

			Georg Lukács called this whole complex of systems and procedures “reification” in his 1923 classic, History and Class Consciousness (Lukács [1923] 1971). The theory of reification transposed the Hegelian critique of formal-analytic rationality into the social realm, and identified correspondences between it and the Marxian critique of capitalist market rationality. Under the influence of Simmel and Weber, Lukács extended the Marxian critique to cover the whole surface of modern capitalist society, technology, administration, the media, and so on. He offered an early version of the argument according to which behind modernity’s apparently value-neutral rational systems lie power relations of a new type. The differentiation of rationality from other cultural spheres is simultaneously the subjection of society as a whole to capitalism.

			Lukács’s position depends on a critique of the paradigmatic role of mathematical physics in the structure of modem knowledge and social practice. Since the seventeenth century, physical law has been the model for all true knowledge and effective rational action has been identified with the kind of technical manipulation that can be based on such law. Lukács notes the similarity between scientific knowledge and the laws of the market Marx criticized. The market is a “second nature” with laws as pitiless and mathematically precise as those of the cosmos. Like the worker confronted by the machine, the agent in a market society can only manipulate these laws to advantage, not change them. Lukács’s theory of reification takes over Weber’s analysis of bureaucratic and legal systems, which reveals a related formalistic paradigm at work. He argues that capitalism reorganizes society around the kinds of abstractions characteristic of modern science and technology.

			What is important is to recognize clearly that all human relations (viewed as the objects of social activity) assume increasingly the objective forms of the abstract elements of the conceptual systems of natural science and of the abstract substrata of the laws of nature. And also, the subject of this “action” likewise assumes increasingly the attitude of the pure observer of these—artificially abstract—processes, the attitude of the experimenter.2

			These laws are formal universals, abstracted from all specific time-space coordinates and from the developmental process of their objects. In their social application, they isolate the functional aspect of social objects through which they can be controlled technically. Individual features of human situations are effaced in the application of general concepts. Time and space are rendered uniform and measurable. Reification thus separates the rational form of social objects from their human contents. Cognitive universality promises equally universal technical control of all aspects of nature and society. But insofar as the reified concepts are purely formal, they are incapable of comprehending social practice and the ever-new historical contents it produces. Resistances testify to the living human content that cannot be fully accommodated to the reified forms. Lukács found in class struggle the exemplary instance of this dialectic of reification and the life process.

			Reification crystallizes the fluid process of social relations in the form of “thinghood”—that is, as institutions and facts subject to the economic laws. But unlike in the case of natural science, the reification of social processes actually creates its objects. True, science “constructs” the objects of cognition through experiment and theory, but the reification of society is not primarily cognitive; it is performative. It establishes meanings that determine practical relationships and generate self-reproducing functional systems. The capitalist market is a clear example: because individuals perceive themselves as buyers and sellers and act accordingly, markets emerge governed by economic laws, which in turn validate the reified self-understanding of the individuals.

			Reification depends on a peculiar attitude toward social processes that, in its near universal scope, is unique to capitalist societies. The reified subject of action limits its understanding and behavior in social interaction to individual technical manipulation. Buyers on the market abstract from the human relation to sellers and simply seek their own advantage. The bureaucrat and businessperson, too, relate to the human objects of their activity in an objective manner, applying rules impersonally and hiring and firing with indifference. Habermas calls this an “objectivating attitude” toward the social world (Habermas 1984). A similar objectivating attitude toward technology strips away the meanings artifacts acquire in the course of use in favor of a purely functional approach. This reduction to function is exemplified in the architect Le Corbusier’s famous definition of a home as a “machine for living.” So much for “home, sweet home!”

			Although it appears as a law-governed quasi-natural thing, society is actually a process of human relations. Reification distorts and obscures the process character of social reality in both theory and practice. This notion is nicely illustrated by Bruno Latour’s metaphor of the Janus face of science: science in the making and science made (Latour 1987, 4). These two “faces”—the glance into the future and the backward glance toward the past—correspond to an understanding of the social world as a process and the reified results of that process, standing before the spectator as an object.

			For Lukács, of course, these standpoints were not merely epistemological but social ontological; they articulate different ways of being and doing. From the standpoint of the backward-looking Janus face, society appears as already made, its logic fixed and frozen. This is what Marx called the rule of “dead labor” over “living labor,” materialized in capital and in the enslavement of the worker to the machine. Lukács writes: “Man . . . is a mechanical part incorporated into a mechanical system. He finds it already pre-existing and self-sufficient, it functions independently of him and he has to conform to its laws whether he likes it or not” (Lukács [1923] 1971, 89). This appearance of lawfulness is in fact what freezes and fixes the social world, at least for a time, and exposes it to technical manipulation. Such technical manipulation reproduces the basic structure of society even as it modifies its superficial characteristics.

			The forward-looking Janus sees a society in flux. The social world appears open to decisive interventions by actors capable of transforming its logic of development, the system of meanings that Lukács calls the “totality.” Those actively involved in making the social world—that is, the proletariat, are compelled by their class situation to adopt the standpoint of society in the making and so can initiate transforming practice. As Lukács writes: “When the concrete here and now dissolves into a process it is no longer a continuous, intangible moment, immediacy slipping away; it is the focus of the deepest and most widely ramified mediation, the focus of decision and the birth of the new” (Lukács [1923] 1971, 203–4).

			The experienced tension between lawful form and processual content discloses the activity of the human base of the capitalist system and grounds both Marxist method and revolutionary class struggle. The economy appears as a coherent system, but in reality it is traversed by an unavoidable conflict between the reified forms and the human content of workers’ lives. Lukács writes: “The quantitative differences in exploitation which appear to the capitalist in the form of quantitative determinants of the objects of his calculation, must appear to the worker as the decisive, qualitative categories of his whole physical, mental and moral existence” (Lukács [1923] 1971, 166). Thus a change in the rate of wages has a formal economic meaning for the capitalist but a human meaning for the worker. Class struggle testifies to the life process that cannot be fully accommodated to reification. Capitalism establishes only a broken world threatened by the very forces on which it depends for its existence.

			Being and Doing

			Reification involves an objectivistic understanding of a world composed of law-governed things subject to theoretical representation and technical manipulation. This is precisely the worldview against which Heidegger and Marcuse also protested. Heidegger’s early phenomenological ontology privileged the lifeworld over science, the actor practically engaged with reality over the theoretical observer. This is not so different from Lukács’s emphasis on the priority of the life process, but Lukács’s critique of objectivity was addressed to its reified form under capitalism and not to theoretical contemplation as such. His goal was socialism, which presumably would establish another historically limited form of objectivity (Lukács [1923] 1971, 159). Heidegger was ultimately concerned less with social transformation than with individual “authenticity,” by which he meant free self-definition in opposition to social conformism.

			Marcuse followed Lukács in seeking to understand the tensions within social reality in order to project social transformation, but he was also influenced by Heidegger’s notions of authenticity and technology. His Marxist approach brought human needs to the fore in their contradictory relation to objectivity. This section and the next will draw out the significance of these ideas and influences.

			Heidegger’s position was laid out in the first part of his major work, Being and Time, published in 1927 (Heidegger 1962). There he presented a remarkable phenomenology of action, based on the model of craft work. While technical making is usually understood as a causal process, he abstracted from causality to explain functionality as it appears in practical experience. In that context, functions are interrelated in what he calls a “world”—that is, the larger framework of meaning within which they are situated. Employing the example of the carpenter’s workshop, he traced the ordered relations of the various instrumentalities, materials, and signs implicated in the carpenter’s actions. This analysis of “readiness-to-hand” showed that functionality is a complex aspect of networks of persons and things and not a property of things taken by themselves. Each particular functional relation is defined by an operative meaning Heidegger called a “reference” that links the objects in the workshop and enables coping. The hammer and nails are thus mutually implicated, and both refer ultimately to the carpenter who wields them. Functional meanings are discovered in circumspection (Umsicht), a non-thematic form of knowledge associated with practice.

			The analysis concludes with the notion that the whole matrix of relations between entities caught up in a technical network, the “totality of involvements,” constitutes “significance” (Bedeutsamkeit). The concept of significance ties these interconnected functions, practices, and references together in a coherent space of action. Significance is not a particular function, but rather the implicit meaning that emerges from the totality of functions considered as a “world.” The sum of functions is thus more than the parts, it is the workshop as a whole, as an open space the carpenter implicitly understands and within which he or she moves and chooses freely.

			Heidegger’s account involves a leap from the system of functions to the meaning of the whole, from objects of use to world. Ordinary experience presupposes the leap; the carpenter is immediately aware that the tools belong together in the workshop, which itself is the background against which the tools appear. Only as the “world” of the carpenter is the workshop accessible as a free space of action. But this connection is normally taken for granted: the workshop is understood implicitly as a simple sum of tools placed side by side. Things in general are seen as self-explanatory without questioning their functionality and interconnections in practical experience. The section of Being and Time immediately following the discussion of significance is a critique of this objectivistic conception in Descartes. The critique aims not just at the philosophical conception but also implicitly at common sense, at what Heidegger calls “das Man.” Heidegger argues that the human encounter with reality cannot be understood objectivistically because on those terms no world appears but only isolated facts. Prior to and founding for the facts is the existential enactment of meaning through which worlds come to be.

			But Heidegger’s argument raises a question: Are the functional activities in modern societies really connected in a coherent whole, a world? Being and Time identified meaning with the functional system of craft, not modern production. In craft, a preexisting essential form embracing a wide range of values and meanings is realized by the craftsperson in materials conceived as predestined for the work. As Heidegger explained in the later essay, “The Question Concerning Technology,” the ancient silversmith “gathers” traditional ideas about the form and purpose of the chalice he makes and combines them with silver to “bring forth” an appropriate product (1977).

			The point of the social theories of Weber and Lukács is the differentiation of function and meaning in modern societies. At the limit, this differentiation would preclude the leap from specific functions to a world in Heidegger’s sense. Does an assembly line worker confront a world? In Lukács, the worker is situated at the zero point of meaning, the point at which economic or technical function prevails without a free space of action emerging as its complement. One-Dimensional Man also describes a society in which programmed responses in work and consumption block meaning. Current speculations on “nudging” and “neuro-marketing” suggest an even more radical reduction of human action to mere reflex reaction. In this context, the equivalent of the leap from function to a meaningful world would be transformative and actually deconstruct the functional relations of capitalism.

			Heidegger’s politics are relevant in this respect. At first, he attempted disastrously to live the leap to meaning through political engagement. For a brief period, he imagined that he could realize his own philosophy in collaboration with the Nazi regime. Heidegger’s Rectoral Address contains a critique of modern differentiated rational disciplines. His proposed “reform” of the university was intended to subordinate scholarship to the new technē of the Nazi state. This indicates the depth of his delusion at the time. Unfortunately, aspects of that delusion continued in the form of an anti-Semitic, self-interpretation of his own thought that discredits him personally without, in my view, canceling the significance of his philosophical contribution.

			The crisis of meaning Heidegger chose to interpret in racial terms appears in many other thinkers who were not racists. The methodological argument between phenomenology and objectivism in his early work and the critique of technology in the later work touch on themes widely shared by humanist intellectuals in the early twentieth century.3 Like them, Heidegger had an intensely ambivalent relation to modernity. He hated the radical social change occurring around him. As railroads, electrical systems, and radio broadcasting constructed a functionally organized mass society, Heidegger’s phenomenological analysis of worldhood was intended to preserve a concept of meaning, a human world. This world was increasingly impoverished and inauthentic to be sure, but it was at least a world, and not a mere causal concatenation in which human beings were caught up. The possibility of a breakthrough to authenticity remained.

			The early Heidegger did not have a theory of the phenomenon of reification. He addressed this problem famously after the Second World War, arguing that we moderns see the world as a fungible sum of resources, raw materials, and system components. Heidegger called this the “enframing” of reality by the technological “revealing” (Heidegger 1977, 21–23). Nothing any longer has its own inner principle of movement, its own essential core of being, but rather everything is exposed to transformation to serve a role in the technical system. Objects are ripped from their contexts and reduced to their function. These decontextualizations and reductions are inherently one-sided and violent.

			Modern technology differs from craft work in which a preexisting essential form embracing a wide range of values and meanings is realized by the craftsperson in materials conceived as predestined for the work. Instead, modern societies impose arbitrary and changing plans on passive materials. In the technological revealing, no essences are uncovered. The place of meaning is now taken by these plans and so reduced to human intentions. This may be described as hubristic, although as the technological system gathers momentum it humbles its human creators by incorporating them. The enframing threatens to reduce human beings to things.

			While Heidegger did not explain the relation between his early and late work, they are connected through the critique of objectivism. His early work discusses the occlusion of Dasein’s intrinsically first-person standpoint and the fall into conformity with “das Man” the “they.” This notion hovers between a general concept of culture and a critique of the actual mass society as it has developed under the influence of objectivistic assumptions. Later sections of Being and Time distinguish between conformist and authentic action, projecting a limit on the dystopian tendency of modernity.

			“The Question Concerning Technology” stages the confrontation of something like the pre-reflective ground of world, analyzed in Being and Time and exemplified by ancient Greek craft, with the dominant objectivistic ontology underlying modern technology. Without Dasein, Being cannot reveal itself, nothing can have meaning. But if the meaning revealed is a narrow functionalism, then human being itself appears as a mere thing among things, canceling Dasein’s “needed belonging to revealing” (Heidegger 1977, 26).

			Heidegger’s later theory thus continued many of the themes of Being and Time while attempting to explain meaning historically. He substituted the idea of Being as “revealing” for the modern concept of culture. If Being is taken to refer to the source of the various perspectives on existence, a kind of “a priori” underlying a “world,” then the multiplicity of cultural frameworks can be explained without attributing them to human intentions. The encounter with meaning is then described in more or less passive terms as a disclosure, an opening, not a construction. But if meaning comes ultimately from “without,” human action cannot institute it (Belu and Feenberg 2010). In fact, under the enframing, what we take for meanings have become instruments of power, little more than advertising slogans.

			The recovery of meaning in the full sense of the term is evoked obscurely in the later works, for example, in the essays on “The Thing” and on “Building and Dwelling.” But Heidegger seems to be in full flight from modern technology in these interesting essays. If we go back to Being and Time for a more analytic concept of authenticity, we are steered away from technical practice toward heroic historical action. This conception has so little concrete content that it justified Nazism for Heidegger and communism for his student Marcuse. In his last interview, Heidegger asked us to await the coming of new gods. In the meantime, one can only observe the decline and fall of a dying civilization.

			Lucien Goldmann explored one possible explanation for the peculiar structure of Heidegger’s critique of modernity (Goldmann 1973). According to Goldmann, Heidegger’s theory is an ontological version of Lukács’s theory of reification. Without adopting Goldmann’s hypothesis of actual influence, it is still noteworthy that Heidegger’s account, like that of Lukács, recognizes reification and postulates a way beyond it. The inauthenticity of the mass, like the enframing by technology, degrades human beings to the level of things, but the human essence repels this degradation through its essential relation to meaning. This provides the basis for the possibility of authentic action, transcending any given programmed response to experience.

			Beyond One-Dimensionality 

			The critiques of capitalism and modernity in Lukács and Heidegger converge around several basic themes that influence Marcuse. These are:

			
					the emergence of scientific-technical rationality as a dominant cultural framework;

					the differentiation of this formalistic paradigm of rationality from meanings and values circulating in the lifeworld;

					the consequent loss of understanding of significant aspects of the world; and,

					the potential for catastrophe implicit in this limitation of the dominant culture to technical manipulation.

			

			Naturally, the way in which Lukács and Heidegger develop these themes is quite different, but in Marcuse’s appropriation a kind of synthesis is achieved. The central notions of this synthesis are the critique of experience and the paradox of value neutrality.

			For many early twentieth-century philosophers influenced by phenomenology and existentialism, lived experience was the basis of a critique of scientific-technical modernity. It was the search for such a critique that inspired Marcuse to return to the university to study with Heidegger, whose recently published Being and Time promised a concrete philosophy (Olafson 1988, 96). But for Marcuse it was no doubt also important that both Lukács and Heidegger showed aspects of experience to be infected by the technological mentality.

			The value-neutrality of science and technology appears to isolate them from the social, while in reality it integrates them to it in a new way. This is the basis of Marcuse’s critique of what he calls “technological rationality,” a form of rationality that grasps its objects on purely functional terms without presupposing any goal except its own application and extension.

			These themes also have another source. After he joined the Frankfurt School, Marcuse interpreted the modern “dialectic of Enlightenment” politically. Like Horkheimer and Adorno, he distinguished premodern “substantive” rationality, encompassing both means and ends, from the purely instrumental rationality of modern technological society. The incorporation of human beings into the technical system as deskilled producers and passive consumers suppresses resistance to social injustice and so perpetuates a competitive and destructive social order. Common sense itself is corrupted as adjustment to the facts of life becomes conformity to the exploitative system that establishes those facts. The system not only prevails in the reified organization of society but also is lived by the individuals as the necessary form of their own experience (Horkheimer 1947; Adorno and Horkheimer 1972).

			In its theory of experience, the Frankfurt School radicalized Lukács’s claim of the universal reach of capitalist reification and transformed it into a critique of the very lived experience on which so many other philosophers relied for salvation. Heidegger’s phenomenology of das Man suggests a similar doubt about experience. Marcuse synthesized this implicit Heideggerian critique of mass society with Marxism in his early work. He took over the critique of everydayness as passive conformity and introduced his own version of an authentic alternative––revolutionary action––but he criticized Heidegger’s concepts of Dasein and world for abstracting from social differences. He would later explain ontology through social theory as we will see in what follows (Feenberg 2014, chap. 8; Marcuse 2005).

			Marcuse’s approach is influenced by this Heideggerian theory of the “enframing,” and the contrast between ancient technē and modern technology on which it is based. Marcuse takes over much of Heidegger’s analysis of ancient Greek thought. According to Heidegger, Aristotle’s concept of essence is an ontological interpretation of the guiding knowledge associated with craft production. In Being and Time, this notion forms the background to the theory of worldhood. Although he does not employ Heidegger’s terminology, Marcuse has a similar view of the role of meaning in defining a world. And he agrees with Heidegger that the Greek idea of making was based on the notion of meaning as essence.

			But whereas Heidegger emphasizes the ritual aspect of Greek essence, its sources in a tradition, Marcuse identifies essence with potentiality. When Aristotle claims that “man is a rational animal,” he defines what human beings are at their best, not the common condition. Essences are the highest realization of what appears imperfectly in the world. Thus, essences are in some sense ideals but are not for that matter merely subjective. Essences are dynamis, forces or tendencies in the things themselves. Greek technē brings forth such preexisting essences and allows them to manifest themselves whereas modern technology imposes plans on a reality reduced to bare raw materials.

			In this explanation of the Greek worldview, being has two dimensions, a first empirical dimension, the objects as they are given in experience, and a second essential dimension of ideal form. The tension between the two dimensions is a permanent feature of existence. Things exist and develop in time, striving toward their essential nature. Our understanding of that striving depends on the imaginative grasp of what things can become. It cannot be limited to empirical observation of what they already are.

			Of course, Marcuse recognizes that the imagination is conditioned by culture, and in the Greek case this set limits to the potentialities of women and slaves that we can easily transcend. However, the idea of potentiality survives the critique of these limitations and is still vital to understanding the modern world. Without it, there can be no critical reason.

			Modern thought dismisses the essences of antiquity as dogmatic obstacles to the free exercise of human powers. The rejection of the idea of essence is reflected in the methodology of the sciences and eventually of all the academic and technical disciplines. Reality is analyzed exclusively under those empirical aspects that expose it to calculation and control. Once essence is expelled from science, nature is revealed as an object of technology, and along with nature, human beings, too, are incorporated into a smoothly functioning social machine. Technological production can then break with the past and all the restraints it placed on the pursuit of productivity and profit.

			Scientific-technological knowledge is adapted to the pursuit of power by its selective focus on quantitative aspects of its objects through which they can be broken down and transformed. Traditional forms of knowledge are too closely integrated to the very lifeworld that capitalism must destroy in the course of its advance. Organic and essentialist paradigms that presuppose some sort of teleology have no place here. They condense cognitive and valuative dimensions in ways that block technological rationalization, for example, by limiting the exploitation of labor or the natural environment. This is the basis of Marcuse’s critique of what he called “technological rationality,” a form of rationality that grasps its objects on purely functional terms without presupposing any goal except its own application and extension.

			By contrast with the Greek conception, technological rationality reduces everything to a single dimension. Modern technology contains no reference to a telos, no intrinsic value, no relation to essential potentialities. It is through this aspect of its differentiation that modern scientific-technical rationality is linked to domination. Its value neutrality is just the reverse side of the insistence on quantifying and controlling all objects indifferent to a concept of the good or their own potentialities. This is what Marcuse means by “one-dimensionality.” Other forms of action associated with artistic production, craft, the care of human beings and the cultivation of nature, which are based on the potentialities of their objects––the “second dimension”––do not offer the prospect of full control and so are dismissed as prescientific or irrational.

			According to Marcuse, one-dimensionality characterizes modern societies increasingly as they advance. Essence collapses into everyday existence. Scientism leads to a rejection of the imaginative relationship to reality in which essential truth is discovered. Without a transcendent reference, the existing society becomes the horizon of all possible progress. Everywhere the tensions between the two dimensions are redefined as technical problems to which solutions are available on the terms of the given system. The one-dimensional society resembles Heidegger’s enframed world insofar as it appears as a closed system of technical action that excludes any fundamental change from within.

			Marcuse asserts the intrinsic complicity of modern scientific-technical rationality with domination. He formulates the problem in terms of the notion of value neutrality. Technoscience is value-neutral in the sense that it posits no ends. Ends belong to the users and are subjective. This seems to mean that technoscience is innocent of its most terrible applications, but Marcuse denies the innocence of science and technology.

			He argues that neutrality, as between the developmental potential of objects and arbitrary goals, is not truly neutral. A rationality that cannot distinguish between the essential growth and development of human and natural beings and such narrow purposes as military power or profit lends itself to the capitalist project of domination. So-called neutral reason is in fact destined to serve those with the power to use it for their arbitrary ends. Its form is appropriate to their needs. In this sense, its apparent neutrality is in fact a bias toward domination.

			One-Dimensional Man argues that such “value-neutral” functionalism is uniquely compatible with capitalism:

			Theoretical reason, remaining pure and neutral, entered into the service of practical reason. The merger proved beneficial to both. Today, domination perpetuates and extends itself not only through technology but as technology, and the latter provides the great legitimation of the expanding political power, which absorbs all sphere of culture. . . .

			This interpretation would tie the scientific project (method and theory), prior to all application and utilization, to a specific societal project, and would see the tie precisely in the inner form of scientific rationality.4

			“It is precisely its neutral character,” Marcuse states, “which relates objectivity to a specific historical Subject—namely, the consciousness that prevails in the society.”5

			Technological rationality only appears as “pure reason” when artificially separated from its social context. Considered in that context, science and technology are inherently biased precisely by their indifference to values. Neutrality is just the reverse side of control of objects, indifferent to their own inherent potentialities. It overthrows all restraints on power: essences no longer stand in the way, dictating right and wrong courses of action. Technology can be adapted to the ruthless pursuit of domination.

			In this sense, the link between ends and means has never really been broken. The neutrality of modern knowledge is both real and unreal, breaking the chains of tradition only to enter the prison house of power. Heidegger seems to have willingly entered that prison house, believing that Nazism was the new technē rather than just another political technology, but this was a grave error of judgment as he may have realized later. He then retreated to the hope in a “free relation to technology” that would leave actual technology untouched and merely change the prevailing attitude toward it.

			Marcuse’s program was more radical. Rejecting both modern empiricism and the traditional notion of essence, he called for rejoining imagination and reason in the creation of a new technological base. Tradition cannot guide this development, nor did Marcuse suggest that we abandon modern science despite his critique of its cultural impact. The cognitive achievements made possible by the destruction of the traditional concept of essence are undeniable, but so is the danger of spiritual and material extermination represented by a technology unrestrained by any limits.

			Attributing the problems of modernity to capitalism poses the challenge of technology at the social level. At that level we can connect specific problems such as the exploitation of workers or the pollution of the environment with a general alternative that would correct these and other still more fundamental failings of modern societies. According to Marcuse, this requires a radical change in our understanding of rationality. A teleological rationality such as that of the Greeks expressed a life-affirming ethos and this showed up in the design of artifacts. Once technical practice is no longer bound by essences, nothing commits it to the service of life. Modern technoscience serves the interests of powerful organizations instead. This is not to say the Greeks were above pursuing evil ends with the tools at their disposal. The point is rather the structure of their culture, which Marcuse contends was truly different and contains lessons for us. What are these lessons?

			Marcuse’s application of the reification/enframing thesis he derived from Lukács and Heidegger leads to the demand for a restoration of meaning through a transformation of the paradigm of knowledge and the technology that depends on it. Technologically instituted meanings are required both for human life to make sense once again and as cognitively valid guides to redesigning or eliminating technological processes that threaten human well-being and survival. But Marcuse insists that this restoration must not take the form of a return to premodern modes of thought such as a “qualitative physics.” Instead, he promises a synthesis of art and science: the aesthetic imagination can bring values into the design process.

			Marcuse calls for a reunification of differentiated cultural spheres in a reformed scientific-technical rationality. He argues for a reform of science and technology based on the emergence of an “aesthetic Lebenswelt,” a new structure of experience encompassing aesthetic criteria. Aestheticized perception would embrace functional aspects of objects in the larger framework of their essence, the second dimension. This is not the ancient concept of essence but rather a modern concept derived from Hegel and Marx. Essence is now understood as the potentialities that emerge from the tensions in the objects’ inner structure and connections.

			Experience informed by the imagination and no longer dulled by conformity to the established “facts of life” gives access to “existential truths” that reflect intrinsic potentialities of things (Marcuse 1972, 69). This mode of experience responds to norms of peace, harmony, and flourishing that have been affirmed in moments of social revolt and preserved and developed by philosophy and art throughout history, even as the repressive structure of class society prevented their realization in reality. According to Marcuse, advanced societies are so rich and their technologies so powerful that they can at last realize these potentialities. Thus, although the popular struggles of the New Left were weaker than the earlier proletarian movement, they held a radical promise (Marcuse 1969). Marcuse extrapolated this tendency into a socialist future in which reason would incorporate values once again, but in a modern way—that is, on the basis of imaginative reflection on experience. Marcuse writes:

			For only if the vast capabilities of science and technology, of the scientific and artistic imagination direct the construction of a sensuous environment, only if the work world loses its alienating features and becomes a world of human relationships, only if productivity becomes creativity, are the roots of domination dried up in the individuals. No return to precapitalist, pre-industrial artisanship, but, on the contrary, perfection of the new mutilated and distorted science and technology in the formation of the object world in accordance with “the laws of beauty.” And “beauty” here defines an ontological condition—not of an oeuvre d’art isolated from real existence . . . but that harmony between man and his world which would shape the form of society. (Marcuse 2001b, 138–39)

			This would be the equivalent of the creation of a modern form of technē, and, in fact, Marcuse argued that the link between art and craft in antiquity can be restored in this new form. Already the wealth of advanced industrial society begins to liberate the aesthetic impulse, but capitalism limits the aestheticization of the object world to consumer goods. Under socialism, a technology can be devised that pursues idealizing strategies in the public domain similar to those of art. Misery, injustice, suffering, and disorder shall not just be stripped out of the artistic image of the beautiful, but removed practically from existence by appropriate technological solutions to human problems.

			Despite the suggestive promise of this new concept of reason, its core conception remains vague. Without more to go on, we are left suspended between two possible formulations of Marcuse’s program. On the one hand, he might be calling for the creation of a totally new way of thinking about nature, but this solution is unimaginable. If we could describe such a rationality, we would already have created it, and Marcuse could certainly explain it to us in detail. On the other hand, he may intend something much more modest. Perhaps he meant that the existing scientific and technical knowledge might be employed differently in a new social context. This second solution is more plausible, but it remains to be seen how it differs from a mere change in subjectively chosen goals of the sort that Heidegger and Marcuse dismiss as insufficiently critical. It would be disappointing to return after all these complexities to a commonsense position requiring no such preliminaries. Indeed, according to their arguments, nothing fundamental would change if the vast organizations characterizing modern society still wielded neutral technology in the interests of arbitrary goals. Heidegger’s pessimism would seem to be confirmed by such a meager upshot of this version of the critique.

			Rational Alternatives

			The politics of both Heidegger and Marcuse suffer from a weak connection to their ontology of technical practice. They argued that the understanding of beings in general, what we would normally call “culture,” is rooted in the instrumental relation to reality. The form of that relation evolves historically and in its latest incarnation takes on a dystopian aspect. Because both thinkers faced a world in which no alternative appeared at the technical level proper, they sought sources of resistance in other domains such as Nazi politics or New Left protest. But this is a departure from the ontological role of technical practice that they did not adequately explain or justify. If we can find a closer connection between politics and technology, a more convincing alternative may appear. After a generation of political action in the technical sphere around such issues as environmental reform and innovation on the internet, we can pursue the arguments of these theorists a step further and far more concretely.

			Both of these thinkers reject the obvious solutions of the sort that lead to cultural dogmatism or New Age reenchantment. They agree that we cannot return to specified essences of the sort that guided the Greeks. Tradition no longer has this force in modern societies, and in any case, culturally established essences would appear to us moderns as arbitrary restrictions on our freedom. Nor can we re-create lost meaning by an effort of will. That would simply reconfirm the technological enframing, making a technology of culture. A different model is needed that is neither premodern nor modern in the usual sense of the terms.

			There must be sources in the world around us enabling us to imagine this model. These sources must not be confused with the revolutionary transformation Marcuse imagined as a successor to capitalist society. The point is not to anticipate that future but to lend plausibility to the very idea of a different structure of rationality. Without models to go by, it is difficult to escape the dilemma of unimaginable utopian alternative and banal change of goals.

			I will offer two examples of such models, medicine and environmentalism. In both cases, technical disciplines oriented by a value respond under pressure to the results of publicly debated concerns. The disciplines are not value neutral, nor are the purposes they serve arbitrary and wilful. This is a very different model of rational technical discipline from the value-neutral science and technology that is the object of Marcuse’s critique. These disciplines give us hints of what a solution would look like were it able to root itself in a technoscientific culture as a new form of social rationality.

			Medicine does not conform to the pattern of neutral scientific-technical rationality. It combines knowledge and value in the concepts of health and healing. In this, it exemplifies a relatively undifferentiated concept of reason. Healing implies realizing a potential of the organism. That potential is called health. Health is a state of the body that medicine cannot produce. It can only help internal forces within the body to develop in a positive direction. Once again, we encounter the Greek peras, the concept of limit. Here it is related to the fact that the human body provides the criteria of medical action. It must be protected and preserved; its integrity governs medical practice. In this, medicine differs profoundly from technological projects based on breaking things down into raw materials and recombining them at will.

			Could something like this medical approach be generalized to describe a new and more democratic form of rationality? Only if the role of the public in the evolution of medicine is taken into account. Something essential is left out in the usual description of medicine as an autonomous profession dependent on science for its concepts and methods. As medicine has become scientized, it has also been subjected to increasing public criticism and initiatives. Controversies over childbirth procedures, AIDS research, and alternative medicine give a picture of a technical field deeply enmeshed with society and its demands. The issues involve the definition of health and treatment, not just superficial social and economic concerns.

			The emergence of environmentalism at the intersection of science and public concern presents an even clearer instance of a scientific-technical rationality in fundamental interaction with the public. The science of ecology explains the many interdependencies of organisms in the environment, but it offers no reason to prefer one state of nature to another. The public purpose of ecology is the protection of nature within limits set by the well-being and survival of a wide variety of species and human beings. These two natures are not precisely the same. The “nature” of public policy is informed by science, but it is the human environment as we experience and transform it. We are concerned with its beauty and “health” as well as with strictly scientific considerations.

			Environmental reform requires overcoming disciplinary barriers between sciences, communication barriers between lay and expert, and the autonomy of corporations and government agencies. All these forms of differentiation favor the destruction of the environment either through narrowness of conception, experience, or goals. Biology must not be isolated from engineering, climate science from the history of colonialism. Connections must be made between these differentiated fragments. This is a task at many levels—cognitive, social, political. For example, social movements of citizens engaged with local problems such as smog have motivated the search for new solutions by experts. The corresponding technical disciplines have changed to accommodate public demands. The corporations and agencies have responded by changing their procedures and regulations.

			The stripping down of complex social forms and meanings to functional residues coexists with other social processes tending in the opposite direction, toward a reconstruction of complex meaning systems, of “worlds.” We must add to the notions of differentiation and formalization a complementary dedifferentiating and substantive dimension. This dimension issues in practical decisions guided by the life requirements of some feature of the environment, for example, a river or species, the “health” of which is at issue. The concrete object, as it is revealed in everyday experience, is institutionalized as a criterion of knowledge and practice much as the requirements of the human body form the basis of medicine. The aim is not to return to more primitive forms of knowledge and social relations but to mediate modern ones in a productive synthesis.

			With these models we recover some aspects of the traditional concept of essence but not its cultural rigidity. The negative side of essence, the notion of limit, is secured by our knowledge of the limits of the human body and nature. This peras establishes the boundaries within which the creative activity of technical making must go on. We may determine scientifically what not to do in order to save a forest or a coral reef, but science cannot guide positive decisions for the future. Nor can tradition inform these decisions. In this we moderns are left on our own. We must decide what to do in terms of our imaginative sensitivity to the requirements of the good life as it becomes relevant in concrete situations.

			In a democratic society, everyone can express an opinion, but decisions depend on a political process that engages citizens with each other and with experts in dialogue. These decisions cannot be dismissed as arbitrary goals for neutral means, since they set the trajectory of development of the means themselves. This is the meaning of the free development of human beings in history in a technologically advanced society.

			Were modern technology committed a priori to a vision of the good life based on the harmonious development of human beings and nature, the range of choice in design and goals would be restricted while innovations would be stimulated favorable to that vision. A life-affirming technology of this sort would be bound to a mission much as are medicine and ecology today. And like these fields it would have to work with the potentialities of its objects rather than dominating them to suit narrow extrinsic ends such as profit and power. It would no longer be value free.

			The differentiations that make modernity possible have reached their limits. A new politics emerges as the public is drawn into technical controversies. The inherited technical system, based on technical codes elaborated at a time when resistant publics were systematically disempowered, is now contested on a widening scale. Struggle and dialogue between expert and lay actors, between formal and informal modes of thought, call into question the industrial heritage. This is the background to Marcuse’s critique of rationality.

			Heidegger and Marcuse proposed radical critiques of technology that go far beyond the clichés with which we are familiar. Their formulations open up a space for fruitful reflection even if we cannot find satisfactory solutions in their work. That task is left to us. We have an advantage: a far richer experience of technical politics than was available to these precursors. Perhaps out of this experience will come constructive responses to the challenge to modernity they raised so provocatively.
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			3. This is a summary of ideas developed in Habermas (1984). While the usual contrast of premodern dogmatism with modern reflexivity is no doubt overdrawn, this is hardly the moment to drop it entirely. For a critique of this position, see Latour (1993).

			4. The discussion in this section is loosely derived from Heidegger’s (1973) history of being.

			5. This chart is drawn from Feenberg (1999, 9).

			6. For a comparison of Heidegger and Critical Theory, see Feenberg (2005).

			Chapter FOUR

			1. Originally published as “Technoscience at the Fork,” in Building Bridges: Connecting Science, Technology and Philosophy, ed. Henk de Regt and Chunglin Kwa (Amsterdam: VU University Press, 2014), 139–52.

			2. For a review of debates on this issue, see Radder (2010).

			Chapter FIVE

			1. Previously published as “Technique and Agency,” in Spaces for the Future: A Companion to Philosophy of Technology, ed. J. Pitt and A. Shew (New York: Routledge, 2017), 98–107.

			2. For examples of user agency, see Grimes and Feenberg (2012) and Hamilton and Feenberg (2012).

			Chapter SIX

			1. Originally published as “Funktion och menung: Teknikens dubbla aspekter” in Fenomenologi och teknik, ed. L. Dahlberg and H. Ruin (Stockholm: Södertörn Philosophical Studies, 2011), 161–84.

			2. Recent philosophical writing on function points out that it has a hermeneutic dimension. To recognize a function is already an interpretive act. This seems to confute the claim that modern societies are hostile to meaning. But this is to confuse two different definitions of the word “meaning.” Anticipating my conclusion, I will argue that a bare minimum of meaning necessary to use a tool is always an abstraction from a broader range of connotations and connections possessed by any object in its social context. The abstraction is of course a useful one, but it is not the whole story. A society that attempts to restrict the understanding of meaning to the bare minimum is different from one that admits the relevance of its whole range.

			Chapter SEVEN

			1. Originally published as “Heidegger and Marcuse: On Reification and Concrete Philosophy,” in The Bloomsbury Companion to Heidegger, ed. F. Raffoul and E. Nelson (New York: Bloomsbury Press, 2013), 171–76.

			2. For a full account of these transformations, see Feenberg (2005).

			3. Quoted in Marcuse (1964, 153–54).

			Chapter EIGHT

			1. Originally published as “Beyond One-Dimensionality,” in The Great Refusal: Herbert Marcuse and Contemporary Social Movements, ed. P. Funke, A. Lamas, and T. Wolfson (Philadelphia: Temple University Press, 2016), 229-40.

			2. The passivity of the experimenter to which Lukács refers is only apparent. The experimenter actively constructs the observed object but, at least in Lukács’s view, is not aware of having done so and interprets the experiment as the voice of nature. While Lukács does not criticize the epistemological consequences of this illusion in natural science, in the social arena it is defining for reification. Lukács ([1923] 1971, 131).

			3. This point needs emphasis. Concepts are not necessarily sullied by their practical realization, although we may learn something about their limits from how they are realized. Heidegger responded to “the call of conscience” by accepting the rectorship, but surely “conscience” is not simply a category of Nazi ideology. At most, his case teaches us to mistrust conscience as a guide to action. Similarly, when Heidegger denounced the “rootlessness” of modern man he was thinking of the Jews, but whether viewed as a “Jewish problem” or as a consequence of the mobility technology makes possible, rootlessness certainly describes an important aspect of modern experience. The concepts transcend Heidegger’s interpretation of them.

			4. Marcuse (1964, 158, 159); emphasis in original.

			5. Marcuse (1964, 156).

		

	
		
			References

		

		
			Abbate, Janet. 1999. Inventing the Internet. Cambridge, MA: MIT Press.

			Adorno, Theodor, and Max Horkheimer. 1972. Dialectic of Enlightenment. Translated by John Cummings. New York: Herder and Herder.

			Bakardjieva, Maria. 2012. “Subactivism: Lifeworld and Politics in the Age of the Internet.” In (Re)Inventing the Internet: Critical Case Studies, edited by Andrew Feenberg and Norm Friesen, 85–108. Rotterdam: Sense Publishers.

			Belu, Dana S., and Andrew Feenberg. 2010. “Heidegger’s Aporetic Ontology of Technology.” Inquiry 53 (1): 1–19.

			Bijker, Wiebe. 1995. Of Bicycles, Bakelites, and Bulbs: Toward a Theory of Sociotechnical Change. Cambridge, MA: MIT Press.

			Borgmann, Albert. 1984. Technology and the Character of Contemporary Life. Chicago: University of Chicago Press. 

			Bridgman, P. W. 1948. “Scientists and Social Responsibility.” Bulletin of the Atomic Scientists 4 (3): 70.

			Callon, Michel, Pierre Lascoumes, and Yannick Barthe. 2009. Acting in an Uncertain World. Cambridge, MA: MIT Press.

			Collins, H. M. 1981. “The Place of the ‘Core-Set’ in Modern Science: Social Contingency with Methodological Propriety in Science.” History of Science 19: 6–19.

			Collins, H. M., and Robert Evans. 2002. “The Third Wave of Science Studies: Studies of Expertise and Experience.” Social Studies of Science 32 (2): 235–96.

			Epstein, Steven. 1996. Impure Science: AIDS, Activism, and the Politics of Science. Berkeley: University of California Press.

			Feenberg, Andrew. 1986. Lukács, Marx, and the Sources of Critical Theory. New York: Oxford University Press.

			———. 1993. “Building a Global Network: The WBSI Experience.” In Global Networks: Computers and International Communication, edited by L. Harasim, 185–98. Cambridge, MA: MIT Press.

			———. 1995. Alternative Modernity: The Technical Turn in Philosophy and Social Theory. Berkeley: University of California Press.

			———. 1999. Questioning Technology. New York: Routledge.

			———. 2002. Transforming Technology. Oxford: Oxford University Press.

			———. 2005. Heidegger and Marcuse: The Catastrophe and Redemption of History. New York: Routledge.

			———. 2010. Between Reason and Experience: Essays in Technology and Modernity. Cambridge, MA: MIT Press.

			———. 2014. The Philosophy of Praxis: Lukács, Marx and the Frankfurt School. London: Verso.

			Feenberg, A., and Freedman, J. 2001. When Poetry Ruled the Streets: The May Events of 1968. Albany: State University of New York Press.

			Feenberg, Andrew, and Darin Barney, eds. 2004. Community in the Digital Age. Lanham, MD: Rowman & Littlefield.

			Fitzgerald, F. Scott. 2009. The Beautiful and the Damned. New York: Oxford University Press.

			Foucault, Michel. 1987. “The Ethic of Care for the Self as a Practice of Freedom: An Interview.” Translated by J. D. Gauthier, S.J. In The Final Foucault, edited by James William Bernauer and David M. Rasmussen. Cambridge, MA: MIT Press.

			Fressoz, Jean-Baptiste. 2012. L’apocalypse joyeuse: Une histoire du risqué technologique. Paris: Le Seuil.

			Fuller, Steve. 2006. The Philosophy of Science and Technology Studies. New York: Routledge.

			Gibbs, Lois. 2002. “Citizen Activism for Environmental Health: The Growth of a Powerful New Grassroots Health Movement.” Annals of the American Academy of Political and Social Science 584: 97–09.

			Gouldner, Alvin. 1954. Patterns of Industrial Bureaucracy. Glencoe, IL: Free Press. 

			Grimes, Sarah, and Andrew Feenberg. 2012. “Rationalizing Play: A Critical Theory of Digital Gaming.” In (Re)Inventing the Internet, edited by Andrew Feenberg and Norm Friesen. Rotterdam: Sense Publishers

			Goldmann, Lucien. 1973. Lukács et Heidegger: Fragments posthumes. Paris: Denoel/Gonthier.

			Habermas, Jürgen. 1984. The Theory of Communicative Action, 2 vols. Boston: Beacon Press.

			Hamilton, Edward, and Andrew Feenberg. 2012. “Alternative Rationalisations and Ambivalent Futures: A Critical History of Online Education.” In (Re)Inventing the Internet, edited by Andrew Feenberg and Norm Friesen. Rotterdam: Sense Publishers.

			Heidegger, Martin. 1962. Being and Time. Translated by J. Macquarrie and E. Robinson. New York: Harper and Row.

			———. 1973. The End of Philosophy. Translated by J. Stambaugh. New York: Harper and Row.

			———. 1977. “The Question Concerning Technology.” In The Question Concerning Technology, and Other Essays. Translated by William Lovitt. New York: Harper & Row.

			———. 1993. “Only a God Can Save Us Now.” Translated by M. Alter and J. Caputo. In The Heidegger Controversy: A Critical Reader, edited by Richard Wolin. Cambridge, MA: MIT Press.

			———. 2003. Four Seminars. Translated by A. Mitchell and F. Raffoul. Bloomington: Indiana University Press.

			Heidegger, Martin, and Aristotle. 1995. Aristotle’s Metaphysics 1–3: On the Essence and Actuality of Force. Translated by W. Brogan and P. Warnek. Bloomington: Indiana University Press.

			Hess, David. 2007. Alternative Pathways in Science and Industry: Activism, Innovation and the Environment in an Era of Globalization. Cambridge, MA: MIT Press.

			Hofstadter, Douglas. 1979. Gödel, Escher, Bach. New York: Basic Books.

			Horkheimer, Max. 1947. Eclipse of Reason. New York: Seabury Press.

			Ingram, David. 1987. Habermas and the Dialectic of Reason. New Haven, CT: Yale University Press.

			Kammen, Jessika. 2003. “Who Represents the Users? Critical Encounters between Women’s Health Advocates and Scientists in Contraceptive R&D.” In How Users Matter: The Co-Construction of Users and Technology, edited by N. Oudshoom and R. Pinch, 151–71. Cambridge, MA: MIT Press.

			Kellner, Douglas. 1984. Herbert Marcuse and the Crisis of Marxism. Berkeley: University of California Press.

			Latour, Bruno. 1987. Science in Action: How to Follow Scientists and Engineers through Society. Cambridge, MA: Harvard University Press.

			———. 1992. “Where Are the Masses? The Sociology of a Few Mundane Artifacts.” In Shaping Technology/Building Society: Studies in Sociotechnical Change, edited by W. Bijker and J. Law, 225–58. Cambridge, MA: MIT Press.

			———. 1993. We Have Never Been Modern. Translated by C. Porter. Cambridge, MA: Harvard University Press.

			Lievrouw, Leah. 2011. Alternative and Activist Media. Cambridge: Polity Press.

			Lukács, Georg. (1923) 1971. History and Class Consciousness: Studies in Marxist Dialectics. Translated by Rodney Livingstone. Cambridge, MA: MIT Press.

			Marcuse, Herbert. 1960. “De l’ontologie a la technologie: Les tendances de la societé industrielle.” Arguments 4 (8): 54–59.

			———. 1964. One-Dimensional Man. Boston: Beacon Press. 

			———. 1968. “Industrialization and Capitalism in the Work of Max Weber.” In Negations: Essays in Critical Theory. Translated by J. Shapiro. Boston: Beacon Press. 

			———. 1969. An Essay on Liberation. Boston: Beacon.

			———. 1972. “Nature and Revolution.” In Counterrevolution and Revolt. Boston: Beacon Press.

			———. (1932) 1987. Hegel’s Ontology and the Theory of Historicity. Translated by Seyla Benhabib. Cambridge, MA: MIT Press.

			———. 1992. “Ecology and the Critique of Modern Society.” Capitalism, Nature, Socialism: A Journal of Socialist Ecology 3 (3): 29–38.

			———. 2001a. “Beyond One-Dimensional Man.” In Herbert Marcuse: Towards a Critical Theory of Society, edited by D. Kellner, 107–20. London: Routledge.

			———. 2001b. “Cultural Revolution.” In Herbert Marcuse: Towards a Critical Theory of Society, edited by D. Kellner, 121–62. London: Routledge.

			———. 2005. Heideggerian Marxism. Edited by R. Wolin and J. Abromeit. Lincoln: University Nebraska Press.

			———. 2011. “From Ontology to Technology: Fundamental Tendencies of Industrial Society.” In Philosophy, Psychoanalysis and Emancipation, edited by D. Kellner. New York: Routledge.

			McLuhan, Marshall. 1964. Understanding Media: The Extensions of Man. New York: McGraw Hill. 

			Michaels, David. 2008. Doubt Is Their Product: How Industry’s Assault on Science Threatens Your Health. Oxford: Oxford University Press.

			Michaels, Paula A. 2014. Lamaze: An International History. Oxford: Oxford University Press.

			Mitcham, Carl. 1994. Thinking through Technology: The Path between Engineering and Philosophy. Chicago: University of Chicago Press.

			Nordmann, Alfred, Hans Radder, and Gregor Schiemann, eds. 2011. Science Transformed? Debating Claims of an Epochal Break. Pittsburgh: University of Pittsburgh Press.

			Olafson, Frederick. 1988. “Heidegger’s Politics: An Interview with Herbert Marcuse.” In Marcuse: Critical Theory and the Promise of Utopia, edited by Robert B. Pippin, Andrew Feenberg, and Charles Webel. South Hadley, MA: Bergin & Garvey.

			Oreskes, Naomi, and Erik M. Conway. 2010. Merchants of Doubt: How a Handful of Scientists Obscured the Truth on Issues from Tobacco Smoke to Global Warming. New York: Bloomsbury Press.

			Pinch, Trevor, and Wiebe Bijker. 1987. “The Social Construction of Facts and Artifacts: Or How the Sociology of Science and the Sociology of Technology Might Benefit Each Other.” In The Social Construction of Technological Systems, edited by Wiebe Bijker, Thomas Hughes, and Trevor Pinch, 11–44. Cambridge, MA: MIT Press.

			Radder, Hans, ed. 2010. The Commodification of Academic Research: Science and the Modern University. Pittsburgh: University of Pittsburgh Press.

			Regt, Henk de, and Chunglin Kwa, eds. 2014. Building Bridges—Connecting Science, Technology and Philosophy. Amsterdam: VU University Press.

			Rip, Arie, Thomas Misa, and Johan Schot (eds.). 1995. Managing Technology in Society: The Approach of Constructive Technology Assessment. London/New York: Pinter.

			Rowan, Roy. 1983. “Executive Ed. at Computer U.” Fortune, March 7.

			Saint-Just, Louis Antoine de. 1963. L’esprit de la révolution. Paris: UGE.

			Sclove, Richard 1997. “Democratizing Science and Technology.” Lecture at University of Massachusetts–Lowell, Center for Competitive Enterprise, December 5.

			Sharp, Lauriston. 1952. “Steel Axes for Stone Age Australians.” In Human Problems in Technological Change, edited by E. Spicer. New York: Russell Sage.

			Simon, Bart. 2002. Undead Science: Science Studies and the Afterlife of Cold Fusion. New Brunswick, NJ: Rutgers University Press.

			Simondon, Gilbert. 1958. Du mode d’existence des objets techniques. Paris: Aubier.

			Simpson, Lorenzo. 1995. Technology, Time, and the Conversations of Modernity. New York: Routledge.

			Smith, Alice K. 1965. A Peril and a Hope. Cambridge, MA: MIT Press.

			Ure, Andrew. 1835. The Philosophy of Manufactures. London: Charles Knight.

			Wagner, Peter. 1998. “Sociological Reflections: The Technology Question during the First Crisis of Modernity.” In The Intellectual Appropriation of Technology, edited by Michael Hård and Andrew Jamison, 225–52. Cambridge, MA: MIT Press.

			Weber, Max. 1958. The Protestant Ethic and the Spirit of Capitalism. Translated by T. Parsons. New York: Scribners.

			Winner, Langdon. 1992. “Citizen Virtues in a Technological Order.” Inquiry 35 (3–4): 341–61.

			Wolin, Richard. The Heidegger Controversy. Cambridge, MA: MIT Press, 1993.

			Wynne, Brian. 2011. Rationality and Ritual: Participation and Exclusion in Nuclear Decision-Making. London: Earthscan.

			Zhao, Yandong, Camilo Fautz, Leonhard Hennen, Krishna Ravi Srivivas, and Qiang Li. 2015. “Public Engagement in the Governance of Science and Technology.” In Science and Technology Governance and Ethics: A Global Perspective from Europe, India and China, edited by Miltos Ladikas, Sachin Chaturvedi, Yandong Zhao, and Dirk Stemerding. New York: Springer Open Access.

		

	

OEBPS/image/Figure_2.1_painting_only.jpg





OEBPS/image/Figure_2.1.jpg






OEBPS/font/OptimaLTStd-BoldItalic.otf


OEBPS/font/TimesNewRomanPS-BoldMT.ttf


cover.jpeg
technology,
modernity,
and democracy

EEEEEEEEEEEEEEEEEEEEEE

EEEEEEEE

Eduardo Beira

Andrew Feenberg ‘







OEBPS/image/Figure_2.2.jpg





OEBPS/font/TimesNewRomanPS-ItalicMT.ttf


OEBPS/font/TimesNewRomanPSMT.ttf


OEBPS/image/RLI_Logo.jpg
ROWMAN &
LITTLEFIELD

INTERNATIONAL





OEBPS/image/Figure_0.1.jpg





OEBPS/font/OptimaLTStd.otf


OEBPS/font/OptimaLTStd-Bold.otf


OEBPS/image/Infinity_symbol_TM.jpg





