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Part I
Realism and Materialism




Harman:    The reason for this dialogue is that we are both realist philosophers working in a subfield, continental philosophy, that has never been sympathetic to realism. In this tradition the usual procedure, following in the footsteps of Edmund Husserl and Martin Heidegger, is to treat realism as a pseudo-problem. It is said that we “always already find ourselves outside in the world” in the mere act of intending an object before the mind. And since the phenomenologist “brackets” the question of whether or not a given phenomenon really exists, then even when dealing with illusory objects we are already outside in the world. For many years I was inclined toward phenomenology myself, and thus am well aware of the various self-deceptions this otherwise admirable school employs in evading the question of how the phenomenal and the real must differ. I saw this again recently in an anti-realist article by Dan Zahavi, the phenomenology gatekeeper of my generation (Zahavi 2016).

Until quite recently, almost no philosopher who was continentally trained saw anything of value in a realist position. Indeed, in our first correspondence some years ago, you stated accurately that “for decades admitting that one was a realist was equivalent to acknowledging one was a child molester” (DeLanda 2007). The situation in analytic philosophy has always been different. To some extent analytic philosophy was launched explicitly by G.E. Moore and Bertrand Russell as a realist reaction against the neo-Hegelian British Idealism of F.H. Bradley and others (Soames 2014). There are also plenty of anti-realist analytic philosophers, of course, but my point is this: analytic philosophers have always taken realism seriously in a way that continental philosophers generally still do not.

Now, I know that you actually came to philosophy from computers by way of analytic philosophy, when you found yourself wanting to understand programming languages. But you eventually found your chief influence in a continental philosopher, Gilles Deleuze, and despite the precision and clarity of your writing you are better known by continentals than by analytic philosophers. My own career has been less unorthodox than yours, though still atypical. I attended two rather continental graduate programs in philosophy, and was driven to a realist position by finding in my dissertation that Heidegger only makes sense if pushed in a radically realist direction. That dissertation became my first book, Tool-Being (Harman 2002). In a remarkable coincidence, that was the same year that you published your landmark realist interpretation of Deleuze – though even your fans often accept everything but your realism (DeLanda 2002). I can't remember at the moment if your previous books had also declared realism explicitly (DeLanda 1991; 2007). But at least we have a specific date, 2002, as the beginning of a prominent realist current in continental philosophy, flowing from multiple directions. By 2007, there was the Speculative Realist movement, featuring me and three colleagues, which broke apart two years later due to personal and philosophical disagreements (Brassier et al. 2007). In 2011 came the New Realism group of such authors as Maurizio Ferraris (2015) in Turin and Markus Gabriel (2015) in Bonn. I have since learned that Ferraris was on the realist bandwagon as early as 1991, which led directly to a break with his mentor Gianni Vattimo, one of the most vociferous continental anti-realists of recent decades (Vattimo 1991).


DeLanda:    Let me add a few remarks to your historical capsule. I was an unapologetic realist after 1991, the year in which my book about warfare was published. The space of the battlefield, although it is decidedly a cultural space, is inhabited by metallic projectiles, shrapnel, shock waves, and fire. All those lethal objects affect human soldiers, leaving corpses and mutilated bodies behind, regardless of whether the soldiers believe the objects exist or not. And for similar reasons my book on the history of the millennium, focusing on matter and energy flows, famines and epidemics, was also unambiguously realist. To take just one example, bacteria and viruses were objectively affecting our bodies centuries before we formed any beliefs about them. On the other hand, I did not offer an argument in those books for the position that all coherent materialisms must be forms of realism. I just took for granted that if human history had been so deeply affected by the material culture of weapons and battles, of vaccines and quarantines, of matter and energy flows in industry and trade, then a belief in a mind-independent world followed logically.


Harman:    That brings us to the present moment. On the one hand, we have your philosophy, which is both ardently realist and ardently materialist. Then there is my own position, which is ardently realist while rejecting materialism as a form of either upward or downward reductionism, depending on whether it takes a scientific/Marxist or social constructionist form (Harman 2010a). But there is also a third position that is sometimes confused with both your philosophy and mine, which might be described as “materialism without realism.” Here we find Karen Barad, a materialist who also argues that objects have no reality apart from their interactions with the mind; she bases this on Niels Bohr's Copenhagen Interpretation of quantum theory (Barad 2007). Although Barad calls her philosophy “agential realism,” there is nothing realist about it, since she grants reality no autonomy from the human mind, or at least not from human practices.

Along with Barad's philosophy, we find another, perhaps even more prominent form of materialism without realism. This can be found in the two most influential continental philosophers living today: Alain Badiou and Slavoj Žižek. Despite their differences, Badiou and Žižek are close allies, and it is easy to see why. First, both sympathize with German Idealism's elimination of the Kantian thing-in-itself. And second, both sympathize with Lacan's elimination of the Freudian unconscious as a hidden psychic force in favor of the unconscious as an immanent disruption of consciousness: slips of the tongue as gaps in language itself, the encounter with a traumatic kernel that resists symbolization, and so forth. The German Idealist and the Lacanian moves are clearly anti-realist in both letter and spirit, and this is precisely where most continental philosophers are positioned today. Žižek even goes so far as to say: “The true formula of materialism is not that there is some noumenal reality beyond our distorting perception of it. The only consistent materialist position is that the world does not exist” (Žižek & Daly 2004: 97).

Let me ask you two questions. First, would you like to disagree with or add to anything I have said about the current state of realism? And second, would you agree that Badiou and Žižek are steering philosophy in the wrong direction as regards materialism's relation to realism?


DeLanda:    You are correct that I have been using the terms “realism” and “materialism” as if they were interchangeable when they are not. All (coherent) materialists must be realists, but not all realists must be materialists. A devout Christian is surely a realist about heaven and hell, since he would not accept that my disbelief in those transcendent spaces in any way impinges on their actual existence. Yet, such a Christian realist would clearly not be a materialist. My definition of “materialism” is as a form of realism that rejects any entity that transcends the material world. The reason I used the term “realism” in Intensive Science was that it is a term that is much more “in your face” than “materialism,” and because the latter term has been debased in the last few decades beyond recognition. (I also use the term “neo-materialism” for similar reasons.) But I should stop using the terms “realism” and “materialism” as if they were synonymous.

Now, moving on to the debasement of the term “materialism.” The problem with people like Žižek is that they use this term as short for either “dialectical materialism” or “historical materialism.” So the statement you just quoted can be paraphrased as “the only consistent Marxist position is that the world does not exist.” This revised statement is arguably still false: there are plenty of contemporary Marxists who would disagree with it, and certainly the Engels of “The Dialectics of Nature” would condemn the statement as pure bourgeois ideology. But it at least makes sense, since it would point to Žižek's belief that after poststructuralism (most adherents of which were anti-realists), Marxism itself had to change to absorb the new ideas put forward by these thinkers. To me, all this implies (as I have argued for a long time) that Marxism itself is exhausted and that we need to create a brand new leftist political economy based on neo-materialist ideas. You have a more nuanced take on Žižek's strategy. Do you care to share it?


Harman:    Žižek for me is a fascinating but sometimes frustrating figure. As an entertainer he's nearly unparalleled in the history of philosophy. Giordano Bruno was probably the last philosopher as funny as Žižek, and before that maybe Diogenes the Cynic. Admittedly, some people don't find him funny at all: all the sex jokes become overwhelming for some readers, and occasionally he crosses the line of decent behavior (the child pornography reference near the beginning of The Parallax View being perhaps the worst instance). Nonetheless, I love Žižek's animal spirits and his tendency to make blunt statements and stick his neck out, unlike his evasive and dithering postmodernist forerunners. I also think he's probably underrated as a philosopher, though of course I agree completely that his statements about how one must now be an idealist to be a materialist are absurd. But I mentioned earlier that he can be frustrating, and what frustrates me most is that he spends very little time on the crucial issue we're discussing right now: realism and anti-realism. He simply takes it for granted that Hegel knocked Kant flat on his back on the question of the things-in-themselves, and Lacan (an extreme idealist whose “Real” has little of reality about it and functions primarily as a trauma for humans) simply bolstered Žižek's confidence in his idealism. I don't get the sense that he has ever really worked through the arguments about realism fully for himself. Above all, he simply seems annoyed by the realist option, and usually just repeats the Hegel–Lacan arguments on this topic.


DeLanda:    Žižek as entertainer, or, perhaps more accurately, as social commentator, does have something to offer. There are many social phenomena that are either too insignificant (like the different shapes of toilets across European countries) or too complex and poorly understood to be tackled by sociologists or anthropologists. In these cases, witty social commentary is perhaps the best that we can have, while we wait for a serious theoretical treatment to come along.


Harman:    A related point, one that Žižek (1989) raises himself in connection with his discussion of Alfred Sohn-Rethel (1978), concerns another “materialist” but definitely anti-realist use that people have made of Marx in recent years. Whenever I make the realist point that objects must have reality independent of the various networks and social systems in which they are involved, a few people inevitably accuse me of “commodity fetishism.” Yet this seems to be a stunning and rather basic misreading of Marx. “Commodity fetishism” is the first topic of discussion in Das Kapital, where it is clearly a theory of value, not an ontology. In other words, Marx is complaining about people who think that pepper or shirts have value in themselves apart from the labor that went into producing them. Fair enough. But he is not making the anti-realist ontological claim that nothing exists independently of labor. In fact, Marx (1992) gives us at least three examples of economic goods that are nonetheless not commodities: air and water freely used by everyone, items bartered in a tribal system, and even corn-rents delivered to feudal lords. But what we have now are pseudo-Marxists like Andrew Cole (2015) and Alexander Galloway (2012) who misinterpret Marx as an anti-realist metaphysician of culture.


DeLanda:    I know what you mean. I once had the misfortune of having an exchange with Galloway in which he dismissed the objectivity of some scientific classifications (e.g., the Periodic Table of the Elements) by simply quoting Foucault quoting Borges. The novelist had come up with a brilliant but nonsensical classification that Foucault used as an example of how arbitrary classifications can be. But Foucault never wrote about any real scientific field: psychiatry, early clinical medicine, grammar, early economics, criminology etc. are all mere discourses, not fields that reliably produce knowledge. Moreover, their subject matter is human beings and that makes them bring institutional norms and practices of control that further distort the discourse. But as much as I despise those who can use a novelist's remarks as an argument against objectivity, I have even more contempt for those who appeal to the worse parts of science – such as Barad. The idea that the consciousness of the observer determines the actual state of an electron is a myth. It was floated in scientific circles (by von Neumann?) as a funny idea to convey the flavor of the uncertainty principle to non-specialists, but it has no basis whatsoever in experimental science, any more than Schrödinger's cat does. In fact, with the exception of a few clueless quantum physicists, no one in the scientific community believes that myth. Hence, humanities departments are the only parts of the academy in which that myth has flourished, and they are, of course, packed with idealist professors.

But what intrigues me at this point is your own position. You mentioned social constructivism as one reason not to embrace materialism, but social constructivists are all linguistic idealists. Marxists are (or used to be) materialists, but theirs is a special brand in which a priori schemes of synthesis (the negation of the negation) form the core of their position. That makes Marxism a bad form of materialism, and certainly does not count as an argument against a materialist position per se. Finally, you mention scientists and suggest that, for them, materialism implies reductionism. This is also wrong. First of all, most scientists are not materialists but empiricists. That is, they believe in the mind-independent existence of objects and events that can be directly perceived (all others are just theoretical posits). Thus, a causal relation is not for them an objective relation in which one event produces another event, whether there is anyone to observe it or not, but the observed constant conjunction of two events. Russell, whom you mentioned before, was not a realist, but an empiricist, as are many of the most famous names in analytic philosophy, like Quine, Goodman, and van Fraassen. Second, the only true reductionists in science are physicists. Chemists have always known that a compound substance (say, water) could not be reduced to its component parts (oxygen and hydrogen). The latter are fuels that excite fire, the former puts out fire. In chemical textbooks from the beginning of the eighteenth century it is already part of the codified consensus that compounds have properties that are novel relative to those of their components, hence that cannot be reduced to them. And, of course, it is chemists, not physicists, who are the real experts on matter.


Harman:    Russell is not enough of a realist for me either. I would agree that he is more of an empiricist, but not everyone has as much at stake as you (or Roy Bhaskar) do in distinguishing between realism and empiricism (Bhaskar 1997). At any rate, there are plenty of people in analytic philosophy who interpret Russell no less than Moore as part of a realist reaction to British Idealism.

As for the relation of scientists and social constructionists to materialism, here's how I look at it. “Materialism” in its original form meant a reduction that explained things away in terms of some ultimate physical element or particle. This was true of the pre-Socratics, many Enlightenment thinkers, and even twentieth-century scientists such as Ernest Rutherford, who admitted to imagining atoms as hard red billiard balls.

But there's another way to reduce things: upward rather than downward. This is what idealists and social constructionists do, by saying that nothing is hidden behind the given. I'd put your empiricists on this side as well. Now, why on earth would anyone call this second group “materialist”? Don't ask me, but many of them do call themselves that. I already gave the examples of Barad and Žižek, who don't seem to be the least bit materialist, but presumably want to link themselves to the Left/Enlightenment political prestige of the term, despite the fact that both give the human subject an outsized role as making up 50 percent of the cosmos. This is anathema to traditional materialism, in which the human being is ultimately just another piece of matter, whereas Barad gives the observer the almost magical power of co-creating the universe, and Žižek holds that the thinking subject is so important and unique that it had to be created through some sort of “ontological catastrophe.”

Levi Bryant is just as puzzled by this second claim to materialism as I am. As he nicely puts it: “Materialism has become a terme d'art which has little to do with anything material. Materialism has come to mean simply that something is historical, socially constructed, involves cultural practices, and is contingent … We wonder where the materialism in materialism is” (Bryant 2014: 2).


DeLanda:    I agree, but this boils down to the confusion between “materialism” and “Marxism” that I just mentioned (as if Marxists had a monopoly on materialist ideas), with the socially constructed part (which is of phenomenological origin) being the souped-up version of commodity fetishism and bourgeois ideology. The old Left is frankly embarrassing at this point. Hence the need for labels like “neo-materialism” to signal a break with that increasingly irrelevant tradition.


Harman:    But I want to press you about your own reason for speaking of materialism. You said that the weakness of realism is that it allows, say, for devout Christians to be realists about Heaven and Hell, whereas materialism would close off that option. All right, but in order to reject belief in Heaven and Hell, is it really necessary to reject belief in anything immaterial? I think a more plausible reason for rejecting the afterlife would simply be to say something like: “No one has ever returned with credible reports of a Heaven or Hell, and I find it absurd that, even if an omnipotent being existed – and why should I believe this in the first place? – then this God would reward or punish souls in the manner of a pre-school teacher.” Wouldn't this be a more prudent reason to reject the afterlife? That way, you could still keep open the possibility of non-material entities. For example, is it utterly impossible that ghosts or spirits exist in some form? William James thought it was quite possible, and kept an open mind about it. What about non-material beings living in other dimensions parallel to ours? Admittedly, there is no compelling evidence for such entities, but what about everyday objects such as tires, which do need matter to exist, but can easily discard particular material elements, and for this reason are best conceived as forms having some sort of loose relationship with matter? There are also the fictional creations of novelists, such as Charles Bovary or Anna Karenina, who aren't material in any bona fide sense.

In short, is it necessary to justify one's skepticism about religious and other supernatural entities by recourse to the rather sweeping theory that nothing exists except whatever is made of physical matter? I think this is a dubious proposition in ontological terms, and, historically speaking, materialism has often led to premature decisions about what should and should not count as real.


DeLanda:    Well, first of all, the term “materialism” should not imply only the mind-independent existence of matter, but also energy and physical information (material patterns and forms). It is a shame that a term that includes all three items would be so unwieldy: material-energetic-informationism. But of course we can simply forget about the name of the concept and focus on its definition. Ghosts and disembodied spirits are a separate subject, and no, I do not believe in the Cartesian dualism that their non-material substance would imply. My subjective observers are always embodied and situated. On the other hand, a very important concept in my ontology is that of an emergent property: a property of a whole that is produced by ongoing interactions between its parts. Emergent properties can be quite subtle: they can appear, for example, in computer simulations (e.g., gliders in cellular automata) that exist above the level of programming languages, which in turn exist above the level of computer hardware. Strictly speaking, only the latter is “material,” the next layer being made out of symbols and syntax, and the uppermost layer constituted by patterns or forms interacting with each other as patterns or forms. Since very few people would consider the software running in their computers as something immaterial, I use the analogy quite often to give mathematics a material status, since it is also about mechanical procedures (functions) and data structures. In a similar way, the analogy with simulations can give novels and their characters a less mystifying status.

Now let me ask you this. Neo-materialism involves a rejection of entities that transcend the world of patterned matter-energy. But this includes not only angels and demons, ghosts and spirits, but also Aristotelian essences. What's your position on this?


Harman:    I'm much more fond of Aristotle than you are, and this seems to have something to do with our differing views on essence – clearly not one of your own favorite terms, but one of my own unfashionable favorites. For instance, I remember a passage you wrote about how what differentiates two atoms of the same chemical element is the different genesis of each in the core of some star.


DeLanda:    Well, we realists must all respect Aristotle; after all, he was for 2500 years the most influential realist philosopher in the world. But the mind-independent entities that are legitimate members of my ontology are all historical; they must have a date of birth (even if we can't establish it) and a date of death (even potentially). Atoms meet that condition; they are born through nucleosynthesis in some star, and have a definite half-life (a given maximum duration for their existence). Aristotelian essences are, by definition, ahistorical, untouched by corruption and decay, as he would say.


Harman:    I wonder if you're being too hard on Aristotle. Unlike Plato, Aristotle treats individual things as the primary substances, and these individual things for him are generally destructible. In fact, Aristotle is (as far as I can tell) the first Western philosopher not to identify the substantial with the indestructible, a definite step forward. It seems to me that there's only a problem with the Aristotelian essence if we identify it with the species, and at least in the Metaphysics I don't think it can be read that way.


DeLanda:    I disagree. Aristotle's realist ontology includes genera and species (constituting the very nature of a thing, that is, the essence) as well as singular individuals. Thus, Corsicus is metaphysically characterized by his animality (genus), his rationality (species) and his being musical (individual). But Aristotle clearly states that only the first two are necessary, the third is accidental, and that metaphysics as a science can only be concerned with that which is necessary. Hence, although concrete historical individuals are part of his ontology, they are not the kind of thing we can philosophize about, since we can only have a priori knowledge of genera and species. Personally, I do not have any use for a priori knowledge.


Harman:    He also says in the Metaphysics that no individual can be defined, because definitions are made of universals whereas individuals are always concrete. At first glance this seems to support your point, since it might be taken to suggest that definitions can only be given of the super-individual, so that philosophy would be unable to work in the realm of individuals. But I read this passage differently. Corsicus and Socrates are not the same individual, and the difference between them is clearly not just one of accidents. Aristotle says that a substance is that which can sustain different qualities at different times: Socrates can be happy or sad, but remains Socrates in both cases. It wouldn't be very Aristotelian to say that the human being can be either Corsicus or Socrates, but is still a human being in both cases. That would sound more like Plato, because “human being” could certainly be a Platonic form, but it would be a stretch to call “human being” an Aristotelian primary substance, since the primary substance would have to be either Corsicus or Socrates individually. And Corsicus and Socrates must therefore each have an essence, an unchanging innate character, because both are capable of supporting shifting accidents such as “happy” or “sad.”


DeLanda:    Perhaps, but I do not think Aristotle would agree that the difference between Corsicus and Socrates would be a topic that can be approached philosophically, because there is not a necessary connection between Socrates being Socrates and Corsicus Corsicus, in the same way that there is between Socrates and being a rational animal.


Harman:    Let's turn to another issue. You say that mind-independent entities are “defined by the historical processes that created them.” My question would be: which historical processes? All of them? Obviously you can't hold that absolutely everything that happens to an entity defines it, because then your entities would be completely defined by intrinsic relations, a notion you otherwise reject. Not everything that happens to an entity leaves traces on it, because entities are only equipped to register some impacts and not others. Think of all the environmental information around us that we miss simply because we don't have the sensory organs of moths, bats, or dogs. Surely it's the same way with atoms formed inside stars. But this means that what defines entities is not the entirety of their morphogenesis. And furthermore, once an entity is generated, it takes on a life of its own.


DeLanda:    You are correct that if the processes leading to the emergence of a given entity are not fully specified we fail to give its historical origin any explanatory value. This was the problem with the first generation of emergentist philosophers – like Samuel Alexander (1920) – who believed that individual entities possess irreducible properties but that the emergence of those properties could not be explained and had to be accepted as a brute fact (they had to be accepted with natural piety). But if we reject this, if we strive to discover mechanisms of emergence (however hypothetical), then the details of the historical process can be specified, and the factors that make a difference in the birth of an entity (the significant factors) can be separated from the insignificant ones. But I detect another objection in what you just said. We both agree that objects must have a historical origin, so the only disagreement is over how much of a trace their birth has left on their identity. This, of course, varies from one kind of object to another. Atoms are born in stars, but we find little or no trace of that in their current nature. Humans (and other animals) do keep traces about their history (birth and experiences) and these memories (and scars) surely affect who they are today. Most other things fall somewhere in between. Species certainly bear traces of their evolutionary past, traces left in their genomes that can be used to track their genealogical connections with each other. But even non-organic objects bear witness to their origins; while a single atom of uranium may not contain information about its past, a large chunk of uranium does, in the statistical distribution of isotopes that it contains – a signature so unique that we can trace samples of actual uranium to the nuclear reactor that first produced them.


Harman:    I like this distinction between atoms of uranium and chunks of uranium. But I also have reservations about your strong statement on a priori knowledge. Certainly I agree, if you mean purely deductive knowledge. One of my objections to Quentin Meillassoux (2008) concerns his tendency to think that all philosophical truth must be deducible by purely rational means. However, it also seems to me that the big steps forward in philosophy have not been a posteriori, but have resulted from a priori analysis. Leibniz's relational interpretation of space and time, for instance, was dreamed up in an armchair. Einstein finally put the pieces together for physics, but even Einstein did it with thought experiments, not physical ones. Heidegger's tool-analysis was a dramatic breakthrough in twentieth-century philosophy, but it derives from close intellectual attention to what Husserl claimed to be doing, not from any sort of experimentation.


DeLanda:    Sure, thought experiments (what Dennett calls “intuition pumps”) are important in both philosophy and science, and they can lead to the development of powerful insights. One recurrent problem with thought experiments (of the Twin Earth kind) is that the situations are underdescribed at crucial points, a problem that compromises the insights that may be derived from them (Dennett 2013). This is not a problem in computer simulations because you can run them over and over again, methodically changing para­meters, and keeping statistics of the different outcomes. You simply cannot do that with thought experiments. But even if we disregard this, the hypotheses generated by thought experiments must eventually be tested so we can support them with evidence. Leibniz may have arrived at a conception of relational space a priori, but we still have to establish if that is in fact the real nature of space. Evidence may never be conclusive or capable of compelling assent, but it is nevertheless indispensable for me. My rejection of a priori knowledge follows a familiar line of argument. Analytic a priori statements like “all bachelors are unmarried man” are true without evidence, but they are trivial or insignificant. Kant famously tried to fix this by introducing the synthetic a priori. The problem is that his three examples of synthetic a priori (Euclidean geometry, Aristotelian logic, and Newtonian physics) all turned out to be a posteriori a hundred years later (once many other geometries, logics, and physical theories had been introduced.) Yet even after all that, Husserl continued to believe in the synthetic a priori, even postulating a special intuition (eidetic) to grasp the exact essences involved in this kind of knowledge. Now, my rejection of any kind of a priori has not made me very popular among philosophers. Indeed, many critics of my book on Deleuze complain that I rely too much on science (that is, a posteriori knowledge) to defend his ideas.


Harman:    I'd like to hear you say more about what you think the difference is between philosophy and science. Unlike the critics you mention, I loved the scientific flavor of your Intensive Science and Virtual Philosophy (DeLanda 2002). But do you really think that all philosophy needs to proceed in this way?


DeLanda:    I think that philosophy and science have a symbiotic relationship. Scientists are good at producing models of different kinds (mathematical equations, chemical formulas) and at performing causal interventions in reality to produce laboratory phenomena and measure their properties and dispositions. But when it comes to weaving their results into a coherent ontology, their overspecialization, and their tendency to look at physics as providing an exemplar for all scientific practice, leads them astray. Even in questions of epistemology they tend to come up short, being unable to decide if science is descriptive or explanatory. The end result is that physicists end up with a world-view that is based on rhetorical assertions like: “Science is the discovery of eternal and immutable laws through unbiased observation.” Philosophy, on the other hand, can play a synthetic role, bringing rigor to a realist ontology and clarity to epistemology, but only as long as philosophers' long infatuation with physics and its rhetoric of eternal laws is left behind. Unlike specialized scientists, materialist philosophers must take into account all the cognitive products (concepts, statements, problems, explanations, classifications) of as many different scientific fields as possible, and provide a coherent synthesis.

Having said that, there is another point of contact between my philosophy and science, specifically mathematics. I said above that my ontology contains only unique historical entities. I use the term “individual” for these entities, but this needs to be clarified. Today, the terms “individual” and “person” are used as synonyms, but the former can also be used to qualify a variety of other entities. We use it for organisms (individual plants and animals) but it can also be used to qualify communities, organizations, cities, and countries. In all cases, it denotes an entity defined by its history (including its present history). But one can object that this ontology leaves unexplained why there are similarities between individual entities: why are individual hydrogen atoms, for example, similar to each other and dissimilar to helium atoms? This cannot be explained merely by history and must be complemented with an account of why some historical processes regularly yield similar products. At this point, a scientistic philosopher would say, the reason for the regularity is that those processes obey the laws of nature. But as far as I am concerned, to introduce eternal and immutable laws into an ontology is no different from bringing general essences into it. So what else can we do?

Since the eighteenth century, when Leonhard Euler invented the calculus of variations (an algorithm that finds the singularities or special points in differential equations), physicists understood that the systems studied by classical physics have a tendency to be in the state defined by a singularity, typically, a state characterized by a minimum value of some property, as in expressions like “Water seeks the lowest level.” (More generally, all classical systems seek the point at which the difference between potential and kinetic energy is at a minimum.) The regularities in the phenomena studied by classical physics can be explained by the existence of singularities of the minimum or maximum type. Euler himself saw singularities as having an explanatory value that was complementary to that of causes, singularities being what explains the long-term tendencies of the processes that produce individual entities. He phrased this as the need to use both efficient and final causes in the explanation of physical phenomena. Since the time of Euler, other mathematicians (e.g., Henri Poincaré) have discovered singularities that are more versatile than the original ones, but that also explain long-term tendencies to be in a steady state (e.g., homeostasis), to periodically oscillate (e.g., metabolic cycles) or to display more complex behaviors. Hence, my ontology includes both efficient and final causes, although the latter must be seen as involving only a local teleology that lacks absolute necessity; a given process may have several singularities available at once, and which one is presently governing its behavior is a contingent fact. Your ontology, on the other hand, includes efficient and formal causes. Can you elaborate on this?


Harman:    In the first place I am attracted to formal causes because of my suspicions about the existence of matter. Where is this matter supposedly located? Where on earth can we find formless matter? Since there is no such thing, we ought to pay attention to forms. As you noted yourself in A New Philosophy of Society, assemblages are surprisingly robust to changes in their components, and I would say the same about forms more generally. Whenever someone appeals to the “materiality” of some situation or intellectual problem, it always turns out to have something to do with forms. This will sound puzzling to some readers, because the recent tendency has been to link form with abstract intellectual models that fail to take the concrete details of a situation into account. But my use of “form” refers to the medieval substantial forms, which were organized and structured and not directly knowable.

The substantial forms were exterminated by Descartes, of course, since he wanted to treat physical realities solely in terms of tangible properties such as position and movement. But they have taken on new life in the work of later thinkers who treat the background conditions of things as more important than their explicitly visible content. Heidegger is an obvious example, though the media theory of Marshall McLuhan would be another (McLuhan & McLuhan 1988; Harman 2013b).

And again, I return to the deficiencies of the concept of matter. Is there any point to this notion other than as a feeble explanation of the difference between real and imaginary things? It is well known that this difference, which parallels the one between essence and existence, has theological roots in the idea of God as the Creator who gives existence to previously conceived essences. I think a better approach would be to assume that there is some difference between the forms of 100 real crowns and 100 imaginary ones, to use Kant's example.


DeLanda:    Well, you may be right that there is no matter out there without form, but the opposite is also true: where can we find forms without matter? I believe that once we introduce physical information (that is, pattern without semantic content) into materialism, this problem disappears. But the question of how much form a particular piece of matter has becomes a contingent matter. Atoms, for example, as we understand them today are wave-like entities without any geometrical properties whatsoever. Waves do, of course, have form, but this form is shared with light, electro-magnetism, and other phenomena that were traditionally thought of as immaterial or at least incorporeal. When two atoms form a molecule, on the other hand, geometrical form emerges (angles between bonds, length of bonds) though molecules are still intensely vibratory and do not resemble a stick-and-ball model. Going in the opposite direction, a gas at very intense temperatures becomes a plasma, its atoms losing their identity and becoming an almost formless matter. In short, form (as specified by physical information) may always be there, but how well defined this form is cannot be known a priori.

Let me add a related point. The final causes I postulate (e.g., singularities defining tendencies) act by stabilizing a particular form. Because the singularity corresponds to the state that is “preferred” under particular conditions, it defines the state in which the object will tend to be even as it is buffeted by noise and fluctuations. Thus, a crystal of table salt adopts the form of a cube because this is the form that minimizes bonding energy for its particular components (sodium, chlorine). The cube emerges (every time salt crystals are born) and endures in time, because the singularity defines the most stable state. In an account like mine, in which all objects are historical, stability and endurance are key. Many unstable objects may come into existence and then rapidly disappear, and their lack of an enduring identity makes them invisible not only to human beings, but also “invisible” to other objects, at least those that need a certain amount a time to complete an interaction, a required duration made impossible by the instability of the object. So I do have an account of how final causes relate to the genesis of form. Now let me ask you: how are formal causes supposed to act to confer form upon matter? Since there is no matter without form, the action of formal causes must have been there from the start, but how exactly?


Harman:    The problem I have in answering this question is that I do not accept any concept of matter without form, but do accept form without matter. A clear example would be a fictional work, which is filled with entities having a definite form but which do not consist of matter at all. Of course, one could always object that the paper on which the fiction is printed is made of matter, or that the brain of the author is made of matter. But my first response to this would be that we are talking about the fiction itself, not its components or its causal forerunners, and the fiction itself is clearly an immaterial form. My second response would be that even if we agree to look at the substrata of the fiction, where is the matter in these substrata? Paper is not just a pre-Socratic apeiron or amorphous blob, but has a definite formal structure, and the same holds for the molecules and atoms in the paper, and for the brain of the author as well.


DeLanda:    Let me just interject that in the case of novels I would not consider the material substratum to be paper. Characters exist several levels of emergence above that. What would need to be done in this particular case is first to give a materialist theory of language, in which the material substrata are either pulses of air shaped with our tongues and palates, or physical inscriptions. Above this basic layer (which together with certain non-linguistic practices can already handle reference) another one develops through a progressive differentiation of simple monolithic (non-recombinable) words, a level of semantic content. Above this, a level of syntax emerges (as the differentiated words become recombinable). I gave a rather detailed account of this in one chapter of my Philosophy and Simulation (2011). Once these emergent layers are in place, we can use them to create yet another level: stories, true or fictional, with characters whose identity is specified using syntax and semantics (as well as narrative conventions.)


Harman:    OK, but at what point do we reach this thing called matter? I see it as merely a relative term for the form that happens to lie beneath whatever form we are currently considering. You just gave some excellent examples from science of forms that are more or less well defined, but it seems to me that even the less well-defined forms still have form. For instance, you said: “a gas at very intense temperatures becomes a plasma, its atoms losing their identity and becoming an almost formless matter.” Why “an almost formless matter” and not “an utterly formless matter”? I think the reason is that you already agree with me that there is no such thing as formless matter, but you are still interested in being able to distinguish between more and less organized forms as well as more and less stable forms. I would agree with you that not all forms are equally organized or stable, and would only insist that some degree of form must always be present. But allow me to ask the following: why do you feel the need to retain terms such as “material” and “materialist” at all? I suspect the reason is because materiality is your ultimate principle of the real, as with your earlier examples of Heaven and Hell. You want to say that Heaven and Hell are forms without matter (i.e., they do not exist) but you also want to say that a coal mine, for example, is a form inscribed in matter (i.e., it does exist). But even though it is correct to say that all real and unreal things have form, I do not see why we should say that the real ones have matter and the unreal ones do not, because I am still not sure what this matter is supposed to be.


DeLanda:    You ask, “At what point do we reach this thing called matter?” The problem is that there is no straight answer to this question because what matter is is objectively dependent on physical scale. The world may be mind-independent but it is not scale-independent. Take the example of a lake with well-defined geographical borders. Now, two differently scaled organisms inhabiting this lake can be presented with an entirely different reality. A small bacterium, whose weight is negligible relative to the viscosity of the water, will be presented with a medium that allows it to move around only if it keeps its motor (its flagellum) on all the time; a large fish, on the other hand, can throw its much larger weight around, and can therefore swim using a thrust and glide maneuver. To put this in more subjective terms: one and the same object, the lake, will appear much more viscous to one organism, and much less viscous to another. Less subjectively, one and the same lake will provide differently scaled organisms with different opportunities for locomotion. The lesson from this is that once you embody and situate the observer, you thereby give it a scale, and that determines in part how reality will objectively present itself to him.

Now to return to your question: at the human scale matter is best exemplified by macro-quantities of chemical substances, such as the sulfuric acid contained in this glass jar. This is the “matter” humans have interacted with for millennia, from flint to bronze, and from soda to potash. Because I believe in the irreducibility of emergent properties, I do not believe that once we learned about atoms and molecules these macro-substances became a mere appearance. The causal powers of these macro-substances are different from those of their constituent atoms or molecules: a single molecule of sulfuric acid does not burn your flesh; a large population of them does. Hence matter does not refer to “the form that happens to lie beneath whatever form we are currently considering.”

It follows that my “principle of the real,” to use your expression, is efficient causality. The sulfuric acid in this jar exists for me (as a distinct type of material object) not because of the form that I perceive (or even the form I extract by viewing the jar from different angles), but by the experience (real or imagined) of the causal power of the acid to burn my flesh. But if one does not believe in matter, then what exactly are the entities that enter into causal relations? Can we attribute causal powers to forms without a material substratum? And what about all the properties and dispositions that are attributed to material and energetic systems by scientists? Are temperature or pressure properties of forms? Or are we willing to simply dismiss all properties used in science because they do not conform to our ontology?

So, to summarize, I only believe in entities that are immanent to patterned matter-energy, including the kind of local final causes represented by singularities, but I do not believe in anything that transcends that. (The terms “transcendent” and “immanent” must be used carefully because they are ontology-dependent; for idealists, “immanent” means that which does not go beyond subjective experience, while “transcendent” means that which goes beyond it.) But thanks to the concept of emergence, being committed only to matter-energy does not constrain the variety of forms that the latter can sustain, and the regularities in these forms can be explained immanently using only efficient and final causes (singularities.) How do the formal causes you advocate operate, how do they endow matter with form?


Harman:    The answer is that I do not think formal causes confer form on matter, because I do not think matter exists. Only form exists, though for me it comes in two varieties: the real (which exists in its own right) and the sensual (which exists only as the correlate of some real entity that encounters it).

So I would rephrase the problem as being not one of how form shapes matter, but of how one real form can influence another, given that no two real things can make contact because of their mutual withdrawal. And the solution for OOO (Triple O, as object-oriented ontology is usually abbreviated) is that they (i.e., real things) only make contact indirectly, through a sensual form that is the mediator between them. By the same token, two sensual forms cannot make direct contact either, but require a real form as their mediator. A good analogy would be magnets, where two poles of the same kind repel, whereas two poles of the opposite kind snap together immediately.


DeLanda:    I understand, but your solution to the operation of formal causes (a sensual form mediating between two real forms) needs a lot more elaboration, since in one understanding of “sensual form” this would seem to imply that humanly perceived forms are needed to mediate between two causally interacting real forms, which would reduce your position to idealism. Hence, the term “sensual form” must refer not only to what we humans perceive, but also to what all other non-human entities can “perceive” of each other. Since this is a very peculiar way of conceiving what the term “sensual form” refers to, let's postpone the discussion until we have introduced enough background.


Harman:    You have it right: I am not an idealist, but hold instead that non-human entities are also mediated in their interactions by sensual forms. It can be compared to Kant's doctrine of the noumenal, but without restricting the noumenal (as Kant does) to a sad byproduct of human finitude. No direct contact is possible between any two real objects or any two sensual objects.


DeLanda:    Before we continue drawing out the differences between neo-materialism and OOO, let's focus on what we have in common: our shared rejection of anti-realism.
Part II
Realism and Anti-Realism




DeLanda:    A few years ago you published a critical review of Lee Braver's 2007 book A Thing of This World: A History of Continental Anti-Realism (Harman 2008). As a realist philosopher, you had obvious disagreements with the book, but you also saw it as providing a service to realists because it is a scholarly work, thoroughly researched, and manages to boil down the anti-realist stance to a handful of theses, thereby facilitating a realist appraisal of the problem and an adequate response to it.


Harman:    It's a relentless book, refreshingly candid about the anti-realism of mainstream continental thought, especially since (as mentioned earlier) most continental thinkers simply dodge the issue of realism and call it a “pseudo-problem.” The book starts with Kant and runs through numerous key figures, including Hegel, Nietzsche, early and late Heidegger (though I wouldn't differentiate the two periods as much as Braver does), on up to Foucault and Derrida. After surveying Braver's Derrida, it's hard to know where we can go next, since Braver praises him for such a thorough anti-realist conquest that it would be hard to surpass him. And that's the main problem with Braver's book: he sees forward movement in continental philosophy as a fairly straightforward process of progressively washing away a bit more of the original realist sin from one's predecessors, before giving way in turn to younger and more radical anti-realist successors. Naturally, neither you nor I will accept such a procedure.

But though I disagree with the spirit of Braver's narrative – which he has since tried to moderate (Braver 2013) – I love the technical apparatus of the book. This stems from Braver's recognition of the numerous variants of realist and anti-realist doctrines that one might defend. He lists these as six pairs, abbreviated from R1 through R6 for the realist theses and A1 through A6 for the anti-realist ones. They go roughly as follows:


	R1/A1	The world is not/is dependent on the mind.

	R2/A2	Truth is/is not correspondence.

	R3/A3	There is/is not one true, complete description of how the world is.

	R4/A4	Any statement is/is not necessarily either true or untrue.

	R5/A5	Knowledge is/is not passive with respect to what it knows.

	R6/A6	The human subject does/does not have a fixed character.




DeLanda:    I completely agree with you that boiling down the history of anti-realism to a few well defined theses provides a valuable service to us, not only clarifying the target of our realist attacks but also summarizing what is wrong with old forms of naive realism. But before we get into that, you also had disagreements with Braver regarding the history of anti-realism itself, especially regarding the position of Heidegger. Braver's shortcoming, you argued, boiled down to neglecting a seventh thesis/antithesis pair:


	R7/A7	The relation of the human subject with the world is not/is a privileged relation for philosophy.




Harman:    That's right. This occurred to me because of the ambiguous position of Kant with respect to realism. Though Kant is always called a “Transcendental Idealist,” he is nonetheless something of a realist if we take his notion of the thing-in-itself seriously. It not only exists outside the mind, but exists so far outside the mind as to be completely incommensurable with it. Nonetheless, Kant certainly feels like an idealist. Why? I think it's because of a second major aspect of his philosophy: the fact that the thought–world relation is the root of all other relations. In Kant's world we cannot discuss, say, two billiard balls colliding, but only the human experience of two billiard balls colliding, which for him is always mediated by time, space, and the twelve categories of the understanding.

It is quite possible to be an R1 realist about a world outside the mind but simultaneously an A7 anti-realist who sees no possibility of discussing any relation that does not involve human beings. I've already portrayed Kant in this manner, but among more recent philosophers Heidegger is the clear example. He's obviously an A7 thinker for whom Sein and Dasein always come as a pair. Yet I would argue (in the face of considerable opposition) that Heidegger is also an R1 realist for whom Sein is always outside human thought, even if it partially manifests itself only as a correlate of that thought.

The reverse combination is also possible: one can be an A1 anti-realist about an external world but also an R7 realist about the ontological equality of all human and non-human relations. Nietzsche is probably the best example here. He's enough of a perspectivist that it would obviously be hard to call him a naive realist. Yet it's also clear that his “will to power” is a doctrine that applies not just to humans, but to absolutely everything that exists. A stone's or bird's will to power is ontologically equivalent to our own, even if less powerful.


DeLanda:    You conclude that given that all the philosophers in this story endorse one or more variants of the six R theses, the only real thread running through all their work is A7, so that their focus is always on the gap between phenomena and noumena, never on the relation between noumena and noumena. I think this is a very important observation, particularly regarding causality. Ontological equality here demands a very specific conception of causes and their effects. For Kant, causality was a conceptual condition of understanding; for Hume, as I said before, it was the observed constant conjunction between two events (e.g., the event “collision between two billiard balls” and the event “change in the ball's state of motion”). For many realists, causality is the objective production of one event by another event; a collision produces changes in the state of motion, whether or not a human being is there to understand it or observe it. While A7 expresses a general asymmetry between relations, I think its importance is particularly clear in the case of relations between causes and their effects. The question of the ontological status of relations also raises important differences between realist and anti-realist positions. These can be incorporated into the discussion if we add another pair of thesis and antithesis:


	R8/A8	The world is not/is a holistic entity in which everything is inextricably related.


Deleuze, a rare case of a contemporary continental realist, rejects A8 in the following terms. He distinguishes relations of interiority, in which the very identity of the terms related is constituted by their relation, from relations of exteriority, in which the terms maintain their autonomy despite the fact that their relation may have properties of its own. I would prefer to label this distinction intrinsic/extrinsic, to avoid the confusion of thinking that it refers to something spatial (inside/outside), but we may be stuck with the traditional terms. Now, accepting A8 – that is, accepting that subjects and objects form a seamless totality – clearly plays an important role in anti-realism. In your review you mention a few cases of this: Heidegger's transformation of R1's mind-independence into mutual interdependence, so that being and man exist only in relation to one another, hence sustaining A7.

In this respect I am a bit confused with your use of the word “relationism” as something that implies anti-realism. This would be true if we accept intrinsic relations that determine the very identity of what they relate, but not if we only accept extrinsic relations. So we should be careful when using the words “relational” and “non-relational” without specifying whether the relations are extrinsic or intrinsic.


Harman:    When I speak of “relationism” I'm referring to any philosophy that takes the relations of an entity to be intrinsic to its constitution. One example is Whitehead (1978), who says that to understand any actual entity we must analyze it into its prehensions (relations). Another is Latour (1999: 122), who says that an actor is nothing more than whatever it transforms, modifies, perturbs, or creates. Still another is Barad, who says that relata do not precede their relations. These are all extreme ontological positions, and untenable ones even if all have their merits as well. What invariably happens is that people claim I'm exaggerating these positions; after all, Whitehead, Latour, and Barad can't be stupid enough to be as one-sided as I claim. But this objection confuses philosophers with their philosophies; it's not a question of whether Whitehead found it necessary to escape the consequences of full-blown relationism (as with his concept of “subjective aim”). The question is not whether Whitehead, Latour, or Barad tried to do the job of balancing everything (every philosopher claims to have achieved a balanced synthesis of all possible extreme positions), but of whether they succeeded. And I'm sure you agree that these forms of relationism cannot succeed. As for extrinsic relations, of course they occur, but for me they don't belong to the relata. Instead, they belong to the relation considered as a new object.


DeLanda:    To be honest I am not as familiar as you are with Whitehead's work, but in the case of Latour the idea that science, technology, and society form a seamless totality seems to be crucial to his anti-realist methodology. But I would want to add one more pair of thesis and antithesis:


	R9/A9	Subjective experience is not/is linguistically structured.


In your review of Braver, you noted that in the latest round of purging realist content (the reality of historical conceptual frameworks) Derrida's move was to deny that any referent exists outside the text because our experience is linguistically mediated. This is clearly an endorsement of A9. More generally, if one believes that language segments a continuous lived experience assigning meaning to each segment, then given the acknowledged fact that the link between language and the world is arbitrary and varies from culture to culture, it follows that each culture lives in its own world, and that there is not one real world that we all share. My views on this are as follows.

Conscious experience must indeed be meaningful to a subject. But the word “meaningful” has two different senses, exemplified by the phrases “a meaningful statement” and “a meaningful life.” In the first case we are dealing with signification (semantic content) in the second with significance (relevance, importance). Something without signification is nonsensical; something without significance is trivial. I believe that subjective experience, even that of non-human animals, must posses significance: the importance of the opportunities and risks afforded by the environment must be grasped by the animal; what makes a difference to it must be highlighted into a figure, while the rest must be relegated to the background as being insignificant. Thus, animal experience is meaningful not because it possesses signification, but because of the significance (or lack thereof) of its contents. What's your take on this?


Harman:    The distinction between significance and signification seems like a good one, as does the R9/A9 pair. On a related note, as time goes by I see Derrida as more of a Husserlian than a Heideggerian. It's true that for Heidegger the A7 Sein/Dasein relationship is at the center of philosophy, with no role for object–object relations at all. Yet there's also as much R1 mind-independent reality in Heidegger as there is in Kant. Being for Heidegger is that which always withdraws from representation; unlike for Husserl, who calls it an absurdity to think of a thing-in-itself that would not at least potentially be the correlate of some mental act. Enter Derrida, who in Of Grammatology makes some really misleading claims about Heidegger, such as saying that for Heidegger there is no Being outside its specific historical manifestations to humans (Derrida 2016: 22). This is merely Derrida's own wish, not part of Heidegger's philosophy. In his contempt for the in-itself, Derrida is a lot closer to Husserlian phenomenology than to Heidegger.


DeLanda:    When Husserl thinks it absurd to think of noumena outside their relation to humans, is this not simply a manifestation of his allegiance to A8? If the relation between knowing subject and known object is one of interiority, if both subject and object are constituted by their relation, then it follows that they are fused into a seamless whole of which only “aspects” can be discerned. If this is correct, then A8 is at the heart of anti-realism, forcing philosophers to conflate ontological and epistemological questions. Endorsing R8, on the other hand, allows us to keep subject and object separable, although we still need to account for the capacity of the subject to know and the capacity of the object to be known.


Harman:    It's certainly true that Husserl makes the object dependent on consciousness in a way that Heidegger does not, and in that sense he gives us an intrinsic relation between knowing subject and known object. Even so, I'd be more inclined to label Husserl (who is strangely absent from Braver's book) as an R8 anti-holist but an A1 mind-dependent anti-realist. The reason I'd prefer not to call him a holist is that this would imply (beyond subject/object interdependence) that all of his phenomena are somehow interwoven with each other no less than with the mind, as we find in the structuralists and even in Derrida.

But Husserl's idealism is a strange one, in the sense that his objects (which are always intentional objects, never real ones) are deeper than any context in which they happen to appear. The essence of each phenomenon is radically non-contextual, since it can inhabit numerous different contexts and still be the same phenomenal object. It's true that we always see a mailbox from a specific angle and distance, in a specific mood, at a specific time of day, and in a specific relation to other objects. But the surprising thing is that for Husserl the mailbox has no intrinsic relations, other than the fact that it must be related to a mind. The whole point of phenomenological analysis, after all, is to strip away the accidental “adumbrations“ through eidetic variation until we reach the genuine eidos of the phenomenon. Unlike Derrida, Husserl draws a clean separation between the essence and the accidents of an object. It would make Husserl sound a lot like Aristotle, if not that Husserl is a radical idealist.


DeLanda:    I take the existence of appearances seriously; subjectively experienced color, for example, is a different entity from the objective properties of light (wavelength); of the pigmented surfaces that reflect light (reflectance); and of the medium through which light travels. These objective properties do contribute to the experience (an object at a distance does appear bluer because of the effect of the intervening air) but color is not reducible to them. Now, philosophers use the word “introspection” for the activity involved in the exploration of appearances, a kind of spotlight that is directed inwards to shine light on our inner mental life. (Hence the idea of qualia as private and ineffable.) I understand the use of the word “introspection” when digging within yourself to find out whether, for example, your avowed motives for performing an action are indeed what you think they are. Unlike this case, however, the study of appearances involves not looking inwards but outwards, while making a special use of attention. Rather than go beyond appearances to the objects that appear (as most people do), we direct our attention to appearances themselves. When I look at a rectangular table as I walk around it, its shape appears to me as a changing trapezoid (due to perspective), but most of the time I do not see a trapezoid, but a rectangle (as our brain extracts this invariant form from the variable shapes projecting into my retina).

Can you explain to me what Husserl's method of bracketing is supposed to be? Intuitively, the idea seems to be that the method allows you to evacuate all the objective (in his terms, transcendent) content of consciousness, and leaving only the (in his terms) immanent content, that is, what does not go beyond the world as it is given to a subject. To me, this seems to refer to appearances: the trapezoidal shape of the table, not its real rectangular shape, since the latter does assume that you go beyond what is directly given.


Harman:    It certainly requires that we be aware that the table currently appears as a trapezoid rather than a rectangle, but this is just one “adumbration” of the table as an object, which has numerous different possible shapes depending on where we view it from, and is not bound up with any particular sensual shape. Adumbrations are known by the senses, but the eidos of any given intentional object can be known only by the intellect, not by the senses. But indeed, the basic idea of bracketing is to focus exclusively on immanent content rather than any question of external existence, since Husserl thinks it is flat-out absurd to conceive of a reality that could not be immanent in consciousness at least in principle. I say “in principle” because he doesn't think everything needs to be actively looked at in this moment to exist, à la Berkeley. Nonetheless, there are two kinds of content for Husserl. First, there are the perceptual adumbrations (the apple or coffee cup or trapezoidal table as we see it in this very moment), which are accidental and can vary within a wide range without the object itself changing its identity. This is where Husserl abandons Hume's “bundle of qualities” theory of perceptual experience that is openly or tacitly retained all the way through Brentano (1995), who wrongly assumes that presentation is the root of all intentionality. Husserl is right to reject this assumption of his teacher, because objects are given as independent of any of their easily modifiable presentations. The blackbird in the garden is the same blackbird no matter what angle or distance it is presented from.

Husserl is indeed a purely immanent thinker, but within this immanence we have to distinguish between the immanent object and its swirling adumbrations that are accidental and largely in flux. It's true, as you say, that Husserl would first ask us to forget our everyday preconceptions about a square table and pay close attention to its trapezoidal adumbrations. But the trapezoidal shapes exist only as viewpoints on the immanent table-object, made up of the essential features of the table. So while Husserl remains within immanence, he tries to move from immanent sensation (the trapezoids are definitely there) to immanent intellection (which would have to refuse the trapezoids, since these belong to the kingdom of the senses).


DeLanda:    As I will explain below, when we return to questions about lived experience, I account for the transformation of changing adumbrations into a lived object (that is more than a bundle of properties) by mechanisms through which the brain extracts invariants from appearances: the rectangular shape “beneath” all the trapezoidal presentations, for example. And similarly for color: if the red table in front of me is only partly lit by the sun, the adumbration is of a surface (the top of the table) with two different colors (dark and light red). But the sensual object is not lived as having two colors but as having just one color while being illuminated differently in different portions: one invariant color “beneath” the lighting effect. But we should postpone this topic for later and return to the set of ontological theses with which we began this chapter to state how contemporary realists should respond to each one of them in turn. For ease of reference let's present the original list again, together with the extra theses we appended to it:


	R1/A1	The world is not/is dependent on the mind.

	R2/A2	Truth is/is not correspondence.

	R3/A3	There is/is not one true, complete description of how the world is.

	R4/A4	Any statement is/is not necessarily either true or untrue.

	R5/A5	Knowledge is/is not passive with respect to what it knows.

	R6/A6	The human subject does/does not have a fixed character.

	R7/A7	The relation of the human subject with the world is not/is a privileged relation for philosophy.

	R8/A8	The world is not/is a holistic entity in which everything is inextricably related.

	R9/A9	Subjective experience is not/is linguistically structured.


Let's start with R1 and specify what we understand by a mind-independent world. I usually start this discussion by first establishing the plausibility of the notion, without pretending to be giving a compelling proof. This can be achieved by accepting a single thesis: the historicity of the human species. Now, although Darwin is prominent among those scientists who defended this thesis, the thesis can be upheld without having to take a stance on the many debates and unsettled questions in Darwinism, such as whether natural selection is enough to “sculpt” the bodies of plants and animals, or whether we also need self-organizing embryological processes to generate their form. We can be agnostic about all this and simply accept that there was a time (say, six million years ago) when there were no human beings on the planet, and yet the latter already revolved around the sun, it had a climate and a geology, and was inhabited by plants and animals. This gives us a minimal conception of mind-independent entities which is plausible and, at least in principle, a posteriori, since its plausibility depends on the existence of evidence, like the fossils of now extinct animals and plants. How would you defend R1?


Harman:    My own defense of R1 passes through ontological rather than scientific principles. I must be one of the few people who became a realist while trying to make sense of Heidegger, most of whose commentators treat him as a pragmatist if not an outright idealist. It's easy to see why this happens. Heidegger's tool-analysis seems to argue that praxis comes before theory, and that all tools are woven into a holistic system whose meaning is determined by human being, or Dasein. And yet, praxis comes up short of the things in the world no less than theory does: to use a hammer does not exhaust it any more than perceiving or theorizing about it does. There's a surplus in the hammer, and none of our relations to the hammer does that surplus justice. And furthermore, the tool-system cannot be holistic, because Heidegger is also the thinker of broken tools, and the only reason they can break is because “tools” (namely, all beings) are not fully deployed in their current references to one another.

I have no real problem with your argument from plausibility, by the way. It may be difficult to prove the existence of a world without humans against the radical doubt of a Descartes or even more radical certainty of a Berkeley, but I'm with Whitehead when he says that philosophies are abandoned, not refuted. (Whitehead 1978: 6). We don't reject a philosophy because it's missing a “knockdown argument” or an unshakeable first principle, but because it seems unable to account for large swathes of experience. The great likelihood that the universe pre-existed humans has enough prima facie plausibility that any philosophy denying it has a heavy burden to carry. Nonetheless, it wasn't my lifelong interest in science that made me a realist, since as a student I took the idealist arguments of Fichte and Husserl very seriously. It was only Heidegger's withdrawn tool-beings that made me a realist, even though Heidegger never goes far enough down the realist path himself.


DeLanda:    I also think that the argument from plausibility must be reinforced by ontological arguments. In particular, as a contemporary analytical realist (Ian Hacking) argues, we get stronger reassurance of the reality of entities from mastering their capacities to affect and be affected than from a theoretical description of their properties (Hacking 1983). He gives the example of electrons. Why should we believe they exist independently of our minds? Because of our theoretical knowledge of them? Not really, since the latter has changed often: electrons were first conceived as particles then as waves. Rather, it is the practical mastery of their capacities that reassures us. Take Hacking's example of CRT's (the cathode ray tubes that were everyone's monitors and television sets prior to the flat screen age.) A CRT consists of an electron emitter and a fluorescent surface acting as a screen. Images are produced by deflecting the electron beam electrostatically or magnetically. There can be little argument that CRTs have greatly improved by their own standard: the quality of the image produced on the screen. But they have become better imaging devices thanks to our greater understanding of the capacities of electrons to affect the phosphor-coated surfaces on which they are sprayed, as well as their capacity to be affected by electric or magnetic fields. This line of argument is more about technology (that is, tools) than science. Although there are many species that use tools (crows, chimps, even insects) we humans certainly excel at inventing new ones. But to conceive of tools as autonomous we need to redefine mind-independence, because tools would not exist if human minds did not exist. Hence, in the case of social entities (from tools to cities), the expression should signify independence from the content of our minds, not from their existence.


Harman:    I heartily agree that mind-independence entails independence from the content of our minds, not from the existence of our minds. You made this point brilliantly on the first page of A New Philosophy of Society (2006: 1), which I have cited many times because there is frequent confusion between the two senses of “mind-independence.” For example, since Speculative Realism is supposed to be about the world independent of humans, people assume that we want to talk about a world without humans. Thus I am sometimes asked questions such as “What would an art without humans look like?” But we don't need to talk about art in a post-apocalyptic world where humans are extinct; we only need to talk about art as not being exhausted by any particular human interpretation of it. Even as great an art critic as Michael Fried, in his classic 1967 essay “Art and Objecthood,” conflates humans as observers with what I would call humans as ingredients (Fried 1998). You've done the best job known to me of drawing the right distinction between these two very different senses of mind-independence.


DeLanda:    Moving on to R2: truth as correspondence to reality. My stance here can be summarized in two related statements. First, I believe that the concept of truth is coherent only when applied to individual statements, not whole theories. The problematic mirror-like relation that anti-realists emphasize arises only for entire theories (e.g., exhaustive descriptions) not statements. Truth for the latter can be reduced to reference and predication, and both can be accounted for without using the idea of a reflection of reality. Reference, for example, can be established by causal interventions: this chunk of yellow metal is the referent of the word “gold” if it dissolves when we pour a certain acid on it, as assayers since ancient times have done. Second, any body of knowledge consists of more than just true statements; it possesses problems, explanations, classifications, and other cognitive tools each of which has its own conditions of rightness of fit. Problems can be well or badly posed; explanations adequate or inadequate; taxonomies partial and arbitrary or comprehensive and justified. The expression “rightness of fit” comes from Nelson Goodman (1978), an empiricist who rejected only the naive realism implied by the unmodified versions of R1–R6. Thus, the idea of correspondence is not only unnecessary when dealing with single statements, it is incomplete as an account of the relation between the cognitive content of science and the world.


Harman:    There are several problems with truth as correspondence. First, I think it's important to be a fallibilist given the repeated abandonment of once-cherished scientific theories. The analytic philosopher Paul Boghossian, in his widely read book Fear of Knowledge (2006), defines knowledge in a familiar way as “justified true belief” (Harman 2015). The problem is that we can only know at any given moment what is justified by available evidence, not what is really true. Boghossian calls himself a fallibilist, so he ought to realize this. What it means is that we never really attain knowledge in the sense of correspondence. Let's assume for the sake of argument that we had a final, perfectly adequate theory of some entity – say, fire. Even this perfect knowledge of fire would not burn, would not be hot, would not flicker, and so forth. Now, some might say that this is a “straw man” argument, since no one other than Berkeley has really argued otherwise. But the point is not whether anyone openly argues for the identity of real fire and mental fire. The point is that the notion of truth as correspondence entails this identity unless the difference between the two can be specified.


DeLanda:    Well, from my previous remarks (reference as fixed by causal interventions) you can imagine that this problem (the identity of real and perceived fire) does not even arise for me: real fire has causal powers (e.g., the power of burning) that perceived fire does not. But the distinction between truth for individual statements and truth for entire theories connects with the next thesis: the existence of a complete description of the world, or R3. At first this would seem to be an epistemological thesis (about our capacities to fully understand reality) but it sneaks an ontological thesis through the back door: that the world as it is now has a fixed and finished nature. Now, if you are a physicist dealing with four kinds of forces (gravity, electromagnetism, and the two atomic forces) you can dream about a “theory of everything” because, after all, how hard can it be to explain four entities? But to a chemist who is constantly synthesizing substances that do not exist in nature, that goal would seem elusive (DeLanda 2015). One philosopher of chemistry calculates that chemists introduce one million novel substances every year into their domain. Studying the chemical reactions in which these substances display their causal powers is literally impossible. Thus, the goal of producing a complete description (let alone explanation) of the chemical domain recedes further into the horizon as time goes by. No chemist could possibly dream of a final theory.

This argument can be made independent of the contingencies of any one scientific field. If an objective whole is characterized by its properties and the latter are conceived as emergent (as produced by the continuous interaction of the whole's parts) then we add another way in which reality is open-ended: any given emergent whole can become a component part of a larger whole with new properties of its own. Because the emergence relation is recursive, it can yield a sequence of entities that need not have an end: atoms compose an indefinite number of molecules, molecules an indefinite number of living cells, cells an indefinite number of organisms, and so on.


Harman:    I'm certainly with you on emergence, and as an argument against R3 the continual emergence of new objects to be studied is a good one. But let's say an R3 realist were to respond by saying: “I didn't mean that new entities can never be produced. I just meant that it's possible to give a true, complete description of the world as it is right now.” If formulated this way, then the weight of R3 seems to lean toward a claim about the commensurability of realities and their descriptions. I don't like this idea at all, because it assumes that everything in the world can be translated into a literal, propositional statement without losing anything. But literary critics have known for decades that this is untrue of metaphors and even of entire poems: there is no good literal way to explain what a poem means (Brooks 1947). Jokes are ruined if explained in detailed prose terms. Threats and erotic language lose a great deal if replaced by literal propositions. The same for artworks. Yet people want literal scientific descriptions to be the gold standard of truth. Now, we can ask, what is a literal statement? And I think a good definition would be this: “A literal statement converts proper names into lists of true attributes.” Instead of just saying “electron,” science discovers all the electron's properties. It's like Russell's position as contrasted with Kripke's (Russell 1905; Kripke 1996) So I find myself rejecting R3 because I don't think the world can be paraphrased into any number of literal statements. The things in the world are not bundles of qualities as Hume (1978) thought, and therefore cannot be converted into bundles of accurate descriptions. Thus, language can never be purged of its allusive and elliptical character.


DeLanda:    The obsession with language and logic is also behind the next pair, R4/A4, which is basically an affirmation (or denial) of the logical principle of the excluded middle. I never understood the importance of this principle other than to allow for logical proofs via reductio ad absurdum: instead of offering a constructive proof that a statement is true, one simply shows that the negation of the statement leads to a contradiction. (The intuitionist school of math rejected R4 precisely because of this.) R4 also allows us to create analytic a priori truths, like “either all men are mortal or they are not.” Once you reject a priori truths (even synthetic ones) there is no need to lose much sleep over R4. The kinds of logics that can be created (like the kinds of molecules or organisms) are open-ended. In particular, so-called fuzzy logics exist that allow for continuous values between true and false, and they have proved invaluable in practical applications in which properties like temperature or chemical concentration vary continuously. Finally, I must add that (with one exception) the logical calculi that have been invented so far do not contain the resources needed to model significant truths. But most truths are trivial; I can produce one hundred truths in the next minute by describing the outfit I am wearing, none of which would have any philosophical relevance. Hence, without adding the notion of significance, logic alone tends to generate badly posed philosophical problems, like the anti-realist Quine/Duhem problem of the underdetermination of theoretical statements by observational evidence (Quine 1980; Duhem 1991). Hence, rejecting (or being indifferent to) R4, does not imply subscribing to A4 as providing support for anti-realism.


Harman:    In general, I'm not very sympathetic to definitions of realism that invoke statements like R4. The existence of mind-independent realities is one question, but our ability to know or say things about those realities is quite another. People too often assume that the existence of things outside the mind immediately entails our ability to know those things directly and adequately. Behind this assumption there often lurks a naive form of science-worship, as if the main benefit of reality were that it allows us to police and punish the irrationality of others. R4/A4 is another topic where Whitehead is especially helpful. He notes that if we apply the question “True or false?” to any given philosophy, the answer has to be “false.” That's because any statement is necessarily an abstraction from a far more intricate situation. You mentioned fuzzy logic, and enthusiasts of Eastern philosophy often cite Nagarjuna in this context, since for him statements can also be both true and false, or neither true nor false (Tola & Dragonetti 2004). And now I see that we're coming to R5/A5, and the question of whether knowledge is passive.


DeLanda:    The problem with R5/A5 is that I cannot think of a realist philosopher today who would not accept A5. So the important question, as far as ontological commitments go, is whether one believes in the conjunction A5/A9 or A5/R9. The first couple tends to lead thinkers to anti-realist positions, whereas the second meshes well with realism. Let me spell this out. Those who subscribe to the first couple conceive of the activity of the knowing subject as being basically classificatory: knowledge (or understanding) consists in bringing percepts under a general category, whether this is conceived as something common to all humanity (time, space, causality) or something entirely conventional that varies from culture to culture. It is only the latter position that unambiguously signals anti-realist commitments. The former position (Kant's original position) can be given an evolutionary explanation: humans can only see small portions of our round planet, portions that appear flat for all practical purposes, so we can imagine that evolution led to the development of neural machinery to facilitate the processing of Euclidean geometry. (And similarly for time and causality.) Coupling A5 to R9, on the other hand, leads us to conceive of the activity of the knowing subject as involving not classification but explanation. The latter depends on active assessments of significance, that is, on discovering which factors make (or do not make) a difference to the outcome of a process. In addition, when realists conceive of the human subject as embodied (as opposed to a disembodied observer), another source of active participation in the production of knowledge is the causal intervention that a body makes possible. Classification may be able to tell us about an object's properties, but not about its capacities if the latter are not currently being exercised. Hence, we need to explore the world, force things to interact with one another so that their capacities are revealed as they affect and are affected by one another.


Harman:    Braver's point here was that analytic philosophy was launched by Moore and Russell as an R5 position designed to reverse Kant's notion of the mind having an active role in how we experience the world. Russell's theory of descriptions, in particular, which was meant to give a drastic haircut to Meinong's inflationary universe, was also a perfect model of so-called naive realism, meaning that there is no problem with the human mind gaining access to the real (Russell 1905; Meinong 1983). Whether any major analytic philosophers today would enlist under R5, I don't know. On the continental side I don't think even Meillassoux's mathematicist ontology is an R5 position, since he starts by affirming the correlationist claim that we can't think the unthought without turning it into a thought. Of course I agree with your point that active intervention is needed to discover the currently unexercised capacities of things. As for Kant's original position, my only serious objection is to his A7 assumption that the human–world interaction is ontologically different from object–object interactions in the world. There is something extrinsic about every relation between things, and that's why I don't think the Ding an sich should have been framed as a tragic burden of finitude shouldered by humans alone. German Idealism moved beyond Kant by flipping the R1 thing-in-itself into an A1 position in which the noumenon is just a special case of the phenomenon. I wish instead that someone had kept the R1 Kant but flipped his A7 into an R7 position. We would then have had a German Realism (not implausible, due to Leibniz's continued strong influence in Germany at the time) in which relations fail to exhaust their relata whether humans are involved or not. For me it's one of the great counterfactual crossroads in the history of Western philosophy: the road from Kant to Hegel was not a necessary one.


DeLanda:    The main form of R7 that I endorse is the symmetry between the causal interactions between subject and object and those between objects with each other. In both cases we are talking about an objective relation of production between events, and those causal relations in which humans are involved are not privileged in any way relative to those involving only non-human agents.


Harman:    It's true that both Hume and Kant define causation in terms of how it is observed rather than how it is produced, and this has been the biggest obstacle to R7 in recent philosophy. Hume and Kant are in many ways the beginning of contemporary philosophy, in the sense that one can literally be a Humean or Kantian and still be taken seriously in Western academia. That's not true for most earlier figures: Descartes, Spinoza, Leibniz, and Berkeley have their admirers, but no one literally believes all that they say on an issue-by-issue basis. But I also see Hume and Kant as an extension of the occasionalist tradition. Occasionalism, which actually started in medieval Iraq nearly a millennium before it first sprouted in seventeenth-century Europe, is the view that God is the only causal mediator; two things cannot affect each other without passing through God. It's almost impossible to find someone in the secularized West who will go that far, yet occasionalism lives on through Hume and Kant. How so? The real problem with occasionalism was not that God was the sole causal mediator, but that any one entity was given a causal monopoly. And that's precisely what Hume and Kant are doing, simply transferring the causal monopoly from God to the human mind. And unlike the religious occasionalists, they have succeeded in persuading modern Western intellectuals.

But let's move on to Braver's R6/A6, the question of whether the human mind has (R6) or does not have (A6) a fixed character. First off, I'm not sure I would even assign the R and A terms in this way. Surely it is more of an idealist move to assert that the human mind has a fixed character that formats the world we experience, and more of a realist move to say that the human mind is in the world just like everything else, and therefore that the mind can alter through evolution, accidental brain damage, psychosis, and so forth. In any case, I see no reason why a realist would need to subscribe to a fixed character of the human mind.


DeLanda:    I also believe that the fixity of human subjectivity is more of a problem for idealists, since they make subjective phenomena the sole focus of philosophical research. Nevertheless, realists must also have an account of subjectivity given that appearances (and their invariants) are genuine inhabitants of this world. We will be dealing with this issue later, when we return to questions about phenomenal experience, but for now I would want to add that just as the enduring identity of an object must be accounted for by mechanisms of emergence (both the processes in the past that gave birth to the object, as well as those in the present that maintain that identity), so too does the identity of a subject. In the case of subjectivity, Deleuze's (1991) reading of Hume gives us a clue: habit (habitual or routine activity) plays a stabilizing role in the case of subjectivity. But Hume considered only habits, whereas I would also add skills. Both habits and skills imply an embodied subject, but skills (what Gilbert Ryle called “knowing how,” opposing it to representational knowledge or “knowing that”) expand subjectivity rather than fix it (Ryle 1949). When one first learns how to swim or how to ride a bike, entirely new spaces (the ocean, or places away from the familiarity of home) open up, and the world of subjective phenomena becomes richer. So I agree that mental disease, alcohol and drugs, brain damage, and so on all provide evidence for the possibility of destabilizing subjectivity, but mastery of novel skills shows that this destabilization can also be constructive, enhancing or enriching subjective identity.
Part III
Realist Ontology




DeLanda:    Having established that contemporary realists can meet the anti-realist challenge as expressed in theses A1–A9, let's start adding more detail to the realist position. It seems to me it is not enough simply to state one's realist commitments. We also need to spell out exactly what one is a realist about. What exactly do we count as legitimate inhabitants of the mind-independent world? What is our criterion of validity for the contents of “the furniture of the world”? Given that in the previous section we seemed to agree on most points, let's start this second part with a possible source of disagreement. I already mentioned the fact that I consider essences to be illegitimate entities. You seem to have a less drastic position in this regard.


Harman:    Yes, I happen to think the term “essence” is salvageable even to refer to contingencies. It at least does the work of not reducing a thing to its current relations and effects, which is all too popular a maneuver these days. Many bad things have been said about “essentialism,” but I don't see how those apply to plain old R1 essentialism as opposed to the R2 and R3 knowability of essences. I'm sorry to report that the late Edward Said is among the confused on this point (Said 1979; Harman 2014). He quite understandably doesn't like sweeping judgments to be made about “Oriental” people. But at times he veers too far the other way into the view that there are only individuals and not distinct cultures, which strays into Margaret Thatcher “there's no such thing as society” territory, and is therefore politically suspect in its own right. I don't think ontological essentialism is dangerous unless someone claims to be in the privileged position of knowing essences and acting on this supposed knowledge: Edmund Husserl, for example.


DeLanda:    I see your point. I also prefer to keep questions of epistemology and ontology separate. But I am curious: can you elaborate on the conceptual role that essences perform in your ontology? And if you had to give an exemplary case of the use of the concept of essence in philosophical history, which case would you pick? Aristotelian essences, say, or the kinds of essences revealed to Heidegger via the unveiling of deeper truths?


Harman:    For me, there is a difference between essence and eidos, which parallels the difference between what I call real objects and sensual objects. The real object is mind-independent, and I take this from Heidegger even though (a) “object” for him is a pejorative term referring to the correlate of a mental act or of the technological pillaging of the earth, and (b) he is inherently suspicious of any notion that reality in its depths is plural. The reason the real object has an essence is simply that it has a certain consistency that remains what it is, regardless of the extrinsic relations in which it is involved, until that real object is destroyed. For me, an individual cat has an essence, rather than just being a copy of some Platonic form of a cat. Yet there's a related term for the phenomenal sphere, which I call “eidos” after Husserl's eidetic reduction. We're not dealing with reality when it comes to eidos, because Husserl is a full-fledged idealist, no matter what his supporters say. I can imagine or hallucinate a dragon, and it still has an eidos even though it has no essence. This extra term eidos comes from recognizing that, despite his idealism, Husserl is anti-empiricist when it comes to what makes up an object. For Husserl the intentional object is not a bundle of qualities, but a primary unit to which the qualities are subordinated. When my friend Hans approaches me on the sidewalk looking better and happier than yesterday and in different clothes, I don't estimate the percentage of “family resemblance” to yesterday's Hans and arbitrarily decide to call him the same person. Instead, the unity of Hans comes first, and his specific qualities at the moment are subordinate to his unified objecthood. The phenomenological method is all about subtracting the accidental adumbrations of an experience from the true eidos of the thing. What inner structure of Hans must be there for me to regard him still as Hans, and not to decide that I've misidentified him? It's basically the same thing as substance vs. accident in Aristotle, but at the phenomenal level. As for whose conception of essence I like the best, it's probably that of Xavier Zubíri, a Basque Spanish philosopher from the generation after Heidegger. His book On Essence has been around in English since 1980, seemingly not much read outside Catholic circles, but it makes a powerful case for the essence as being the structural principle of the real (Zubíri 1980). Unfortunately, Zubíri also suffers the hereditary defect of the Aristotle–Leibniz line of thinkers: their relative contempt for composite and artificial entities. Like them, Zubíri treats knives, farms, and societies as less real than natural things such as apples – which of course are not very natural at all, given all the grafting that orchards must do to produce edible fruit.


DeLanda:    So, if I understand correctly, the philosophical work performed by the concept of essence in your theory is to explain the enduring identity of mind-independent objects. (Eidos, in turn, would explain the identity of mental objects: either the exact essences of mathematical objects or the vague essences of sensual objects.) What seems to be different in your account is that, whereas essences for most philosophers are about those identity-defining attributes that are necessary (e.g., genus and species for Aristotle) for you an essence defines a haecceity, the uniquely identifying features of this cat. (The “thisness” of the cat, as it were.) But what I still don't understand is this. The whole point of postulating an essence is to justify the existence of an act of knowledge that grasps it in its full necessity, precisely as something that has to be the case if an entity is to be what it truly is. This act of knowledge is, therefore, a priori, since once we grasp the essence we do not need any further evidence to know we are correct. If universals (e.g., the Cat in general) existed, such an a priori act of knowledge would be intelligible (given, that is, an account of how the human mind can perform the grasping act) but for haecceities there is no such universal to grasp. Now, I understand that both of us want to keep ontological and epistemological matters separate, but in this case the very function of the concept seems to involve questions of being (abstract universals) and knowledge (of necessities.) Unlike these general essences, yours are singular essences, and do not imply any kind of necessity (or a priori grasp).

But let me ask you this. What is the ontological status of Heidegger's essences, that is, the ones that are produced by the unveiling of truth? (Such as the essence of technology or the essence of causality, which he speaks of in the opening pages of his book on technology?) Are these essences necessary for the object to be what it is?


Harman:    I'm not sure that Heidegger's concept of essence contains any real surprises. I've argued (mostly without persuading anyone) that Heidegger's chief career-long enemy is what he calls presence-at-hand, the Vorhandenheit that he introduces in the case of the broken tool, as well as in his long critique of Husserlian phenomenology (Heidegger 1962; 1992). To put it simply, presence is Heidegger's chief enemy and absence is his best friend. So when he talks about the essence of technology, or even the origin of the work of art (since he tells us he means “origin” in the sense of essence) what he wants us to avoid is a list of true facts about technology and art. With any literal statement we make, we need to be aware that something essential escapes our literal language: hence his near-religious reverence for certain poets such as Hölderlin, Rilke, and Trakl. It's a bit Kitsch at times, and often quite jingoistic given the glut of Germans and Austrians on his list of great poets, though I accept his point about the drawbacks of literal language. You might also have meant to ask whether essences for Heidegger are general or specific. I'm not sure that he ever addresses the topic in quite this way. Although he's perfectly willing to speak of the essence of general categories of things (technology, art, poetry, Dasein), one of his major acts of rebellion against Husserl is to emphasize the singularity of specific individual things: “Dasein is in each case mine,” there is an essence of the German Volk as opposed to other peoples, and so forth.


DeLanda:    OK, so it is not clear whether Heidegger's essences are of the type that you reject or those that you accept. For me, whether an author subscribes to one or the other is revealed by his or her epistemology: if knowledge about essences is a priori, then they are general essences, else they are not. (So the question here is: does truth as unveiling imply a priori knowledge?) There is not a big gap between you and me on this point: in a way, we both accept haecceities (the “thisness” of objects), but while for you singular essences are needed so that objects cannot be reduced to a mere list of properties (or to the descriptions of these properties), I take objects to belong to this ontological category by being unique historical individuals, in which processes of genesis and maintenance are what ensure that the individuals are not mere bundles of properties.


Harman:    Now that you put it that way, I think I understand your question better. Heidegger's clearest statement on the a priori comes in his discussion of Husserl in the first hundred or so pages of the 1925 Marburg Lecture Course, translated into English as History of the Concept of Time. The course begins with a really profound discussion of Husserl, and Heidegger's agreements and disagreements with him; it's absolutely the best text for examining their intellectual relationship. Heidegger tells us here that the three most important contributions of phenomenology were intentionality, the original sense of the a priori, and categorial intuition. But he missed the most important of all: intentional objects, which Heidegger simply ignores in his own work even though they are the very foundation of Husserl's Logical Investigations (1970).

According to Heidegger, and correctly so I think, Husserl's concept of the a priori is historically new. Traditionally, the a priori refers to a kind of knowledge, but for Husserl the a priori refers to a kind of being. Namely, what is a priori in a phenomenon are the deepest features of its being on which all the others depend. Naturally for Husserl this is the eidos of the phenomenon, which can be grasped directly and intuitively by the intellect, though never by the senses. Heidegger certainly agrees in interpreting the a priori as a kind of being rather than as a kind of knowledge, but he disagrees about our ability to have direct intuitive knowledge of the essence of anything. This always withdraws, and in our historically rooted being we cannot jump over our own shadows and grasp reality in its own right. The closest he comes to diverging from this view is in his discussions of various basic moods: Angst and boredom, in particular, are often credited by Heidegger with gaining direct experiences of being and/or nothingness. For what it's worth, I think this analysis of moods fails, though it is certainly interesting.


DeLanda:    Well, personally I see no reason to celebrate making the a priori a property of beings rather than of knowledge. That is precisely the kind of reification of something epistemological into something ontological that I most strongly reject. Now, just to re-state my position on this clearly, I agree that objects cannot be reduced to a bundle of properties but I do not think that the extra ingredient needed to ensure “objecthood” is a singular essence. Rather, it is the genealogical links of the present object with the past object (all the way to its historical birth) as well as the current interactions between its component parts, interactions that act as maintenance mechanisms for its identity. In other words, we need mechanisms (or processes) not just to explain the first emergence of this cat (the embryological processes that unfolded a fertilized cat egg into a baby cat) but also homeostatic mechanisms to explain the fact that Whiskers here is not reducible to disembodied properties. Both of these mechanisms must be discovered a posteriori (neither will yield its secrets to thought alone.)

Yet, I must admit that getting rid of general essences is harder than it seems: it does not involve only the adoption of an ontological stance, but a detailed case-by-case replacement, involving the specification of both genetic and maintenance processes, and there is no general recipe to perform this substitution. All reified generalities (not just the Cat in general, but also the State, the Market, Power, Resistance, Labor, Capital) must be replaced, but this must be laboriously done one case at a time.


Harman:    Reified generalities must go! This is a point you share not only with me, but also with Latour, who otherwise is generally much further from realism than anyone you would want to associate with. He has taken a lot of heat for denying that Society exists (contra Durkheim) or that Capitalism exists (you are both great fans of Braudel's work in this area) (Braudel 1992). As for haecceity, I'd be happy to use that word as well, even though I'm not bothered by essence. It's true that essence is normally used to justify a specific type of a priori knowledge, and of course that is out of the question in my model, which does not allow direct knowledge of essence or anything else. As to the question of what work essence does for me, it serves to remind us that the thing has a reality deeper than any of its current or even possible manifestations. Merleau-Ponty (2002: 79) claims that “the house itself is not the house seen from nowhere, but the house seen from everywhere.” As refreshing as this may sound at first, it claims the impossible: that a house could be built out of views, when in fact the house is what makes views possible. A view is merely a compound entity that contains the house as one of its components and a viewer as another. Water does not first conjure hydrogen into existence, but relies on pre-existent hydrogen. It's amazing how many prominent authors have been denying this recently; for example, Barad, in Meeting the Universe Halfway, with her concept of “intra-action” rather than interaction between pre-existent autonomous things.


DeLanda:    Let me connect this with another point. I used to think (incorrectly) that the concept of a “thing-in-itself” (noumenon) was synonymous with that of a “mind-independent entity,” but you pointed out that the former adds to the latter an extra ingredient that we may term conditions of knowability. When I objected that this made human knowers components of noumena (denying the latter's autonomy from our minds) you disagreed. Why?


Harman:    Because for me it's not just humans who can't reach the thing-in-itself. Precisely because I care about the extrinsic character of relations between two objects (R8 if we follow our expanded version of Braver's schema), it seems to me that even the sheer causal interaction between dust-grains or stones does not allow these objects to interact fully with each other. It's not just consciousness that deals with images or simulacra, but relations more generally.


DeLanda:    This is interesting: non-human entities do in fact interact at their surfaces and all they “see” is surfaces: two atoms interact exclusively through their outer shell of electrons and never “see” or “care” about each other's nuclei. And similarly for immune system-bacteria or predator–prey interactions, in which entities never have to “apprehend” anything beyond their surfaces to successfully interact with one another.


Harman:    The immune system is a great example. It's no accident that Humberto Maturana and Francisco Varela, as immunologists, were led to formulate the idea of the cell as a homeostatic system that has fairly limited contact with the outside world (Maturana & Varela 1980). The same holds for one of the most prominent authors they influenced, Niklas Luhmann, whose theory of society is quite pessimistic about any direct form of communication (Luhmann 1996). And I'd like to throw an even earlier author into the mix: Jakob Johann von Uexküll, the great animal ecologist. For him each animal inhabits a specific environment (Umwelt), which is inevitably just a small portion carved out of the wider surroundings (Umgebung), since every animal, including us, can only detect a limited range of entities (Uexküll 2010). All these authors make an important point about the difficulties faced by any system in making contact with an “outside,” perhaps even to the point where this becomes almost impossible for them.

But returning to your question: the importance of essence for me is both that it insists on the independent existence of specific relata outside their relations, and that these relata are individuals, however transient, with an innate consistency. These individuals have a certain durability that is by no means permanent. For me, whatever meets these criteria is an object. What is the status of objects in your philosophy? It's not one of your major terms, but do you allow for fully formed individuals to exist in reality itself, or is it simply the human mind that carves up a pre-individual world into objects? This is the line taken by many people who are under the influence of Deleuze.


DeLanda:    I am sorry to say that if one believes that the human mind is the agency that actualizes the virtual, then one does not understand Deleuze. The whole point of Deleuze's ontology of the virtual is precisely that its ideal continuity is segmented into distinct actual objects. The process of actualization for him is precisely this segmentation that yields discrete, separate entities in a way that is entirely independent of our minds. Now, to answer you question, I certainly believe in the mind-independent existence of objects. I may not use the terms “object” or “thing” as often, but that is because I usually stress the ontological status of objects as unique historical entities (where “history” refers not just to human history, but to cosmological, geological, and biological history) and thus refer to them as individuals: individual rocks and rivers, individual clouds and hurricanes, individual atoms and molecules. However, in addition to objects (things), I also include events among the contents of the actual world. These need not be atomic events (e.g., collisions between billiard balls), but actions undertaken by objects, or changes undergone by objects. A process (or mechanism) would in turn be a series of events, though not necessarily a linear series. I have heard remarks that in your ontology events are not acknowledged, but I have the feeling that this is just a terminological quirk. I think that your concept of object encompasses both things and events, both considered to be objective. Is that correct?


Harman:    It is merely a terminological issue indeed. Why do people have such a hard time seeing this? Events for me are encompassed under the term “object,” which I've retained simply to express my debt to the old Viennese discussion of objects (in Brentano and his students, including Husserl). Many people assume that “object” must refer only to inanimate physical solids that last for a very long time. But to return to my earlier point, some Deleuze-inspired authors like to speak in terms of a single matter-energy, with objects merely forming transiently as swirls out of that energy. An example would be Jane Bennett (2012), whose ideas I like very much despite this pretty big disagreement.


DeLanda:    I myself have expressed a similar idea. In A Thousand Years (1997) I do assert that organisms are transitory coagulations in the flows of energy and matter coursing through ecosystems, and, more generally, I deal in that book with flows (of lava, biomass, memes, norms) treating objects as temporary structures appearing and disappearing within this fluid reality. This makes sense to me, but only as long as we keep in mind that a mind-independent reality possesses a variety of significant time scales. Across very long time scales (i.e., much longer than a human lifetime) many objects disappear from view and you would only be able to “see” flows, that is, becomings. At shorter time scales, many of these becomings can be grasped as semi-permanent beings. To use a different formulation: we just distinguished things from events, but over a long enough time scale many things can be treated as events: at the level of geological time scales, in which a significant event such as the clash between two tectonic plates may take millions of years, an entire human life becomes a bleep on the radar screen – that is, an almost instantaneous event.


Harman:    Levi Bryant (2011) reads Deleuze as not individuating the virtual sufficiently; his book The Democracy of Objects refers critically to Jon Protevi on this point. Bryant seemingly wants a more fragmented model of the virtual than Bennett's, yet he also thinks I'm making a mistake when I say that real objects (as opposed to sensual ones) have qualities. For Bryant the “deep” level is called “virtual proper being” and the “surface” level is called “local manifestations.” Even though Bryant's position sounds a lot like a Deleuzean realism, there are at least two things I don't like about it. First, since Bryant's “deep” level is designed to avoid ascribing any definite qualities to it, it becomes a semi-amorphous “capacity metaphysics,” where you have to ascend to the “surface” level and look at results to know anything about the real object, sort of like the way in which Aristotle's theory of potentiality makes us look to future effects of an acorn rather than accounting for what the acorn is in its current state. Second, on the “surface” level of local manifestations it seems that Bryant falls into Hume's bundle-of-qualities position and doesn't take anything of value from Husserl. Is the coffee cup turned this way and then turned two centimeters to the left the same local manifestation, or two different ones?


DeLanda:    My objects are characterized both by properties and by dispositions, the latter term including both tendencies and capacities. So the idea of denying that objects have properties (over and above their sensual qualities) and are mere bundles of capacities is wrong. Properties, precisely because they endure through time, are what give permanence to objects. Enduring properties are the basis of dispositions. But the latter are what prevent us from apprehending an object in its entirety simply by perceiving (or even measuring) its properties. On the other hand, the ontological status of dispositions is controversial, because unlike properties that are both real and actual, dispositions are real, but if they are not currently manifested, they are not actual. Some philosophers believe that the category of the possible is what is needed to conceptualize non-actual dispositions, while others (e.g., Bergson) felt the need to invent a new category of being (the virtual) to accommodate them within a realist ontology. What is the status of dispositions in OOO? I would think you need them since, in your definition of a noumenon, you use the concept of “knowability,” which is, of course, dispositional. On the other hand, you are weary of the multiplication of trivial possibilities entailed by some treatments of the possible things that an object can do.


Harman:    I am inclined to think of dispositions in terms of the possible, since dispositions are inherently relational and I want to keep all relational properties out of the heart of the object. If we say, for example, that “plastic is disposed to melt in fire,” why would we want to put that disposition in the plastic or in the fire? I would place it instead in the compound entity that consists of fire and plastic, which would have the retroactive effect on its plastic piece of melting it. If we start putting dispositions into things, then we have to put all sorts of imaginary dispositions into things, including ones that do not now exist and will never exist. If we want to prevent these dispositions from increasing to an absurd number, we will probably need some recourse to a principle that eliminates trivial dispositions. My concern is that the principle would end up being something relatively banal, such as “dispositions likely to be actualized.” So, for example, if we say that “sunflower seeds have the disposition to attract and be eaten by cardinals,” why not add a bizarre extra disposition and say that “sunflower seeds have the disposition to attract and be eaten by cats if those cats are starving to death and cannot find anything else to eat,” or “sunflower seeds have the disposition to attract and be eaten by seed monsters?” Is the second disposition more trivial simply because it requires a somewhat contrived scenario in comparison with the more natural experience of cardinals loving sunflower seeds? Is the third more trivial simply because we know cardinals exist, whereas seed monsters are not known to exist? I would rather simply speak of the reality of the sunflower seed in its own right, quite apart from what relations it might enter into someday.

In other words, dispositionalism (if we can call it that) seems to me to be already a form of relationism. For example, Latour's ontology is so broad that it contains every real and fictional entity; the real is simply whatever affects something else, and ultimately it is nothing more than its effects (Latour 1988). This is relationism, not realism. It cannot account for currently unexpressed realities that may not be affecting anything right now and might never affect anything at all. Ultimately, this is the problem with actor-network theory in the social sciences: it cannot handle counterfactual cases, and can't really do justice to the sorts of things you (and Bhaskar) say about experiment (Bhaskar 1997; Harman 2016a).


DeLanda:    Counterfactuals have always been a problem for any ontology. One prominent approach is exemplified by modal logic. Modal logicians try to explain how counterfactual sentences – such as “if JFK had not been assassinated the Vietnam war would have ended sooner” – can be understood by ordinary humans without any special effort. To explain this, they postulate the mind-independent existence of possible worlds, such as the world in which JFK survived. Empiricists like Quine and Goodman love to make fun of modal logicians on the basis that there is no way to limit the number of possible worlds that exist. There is not only the world in which JFK survives, but one in which he survives but wearing a different suit, or having a different hairstyle. I already mentioned the fact that logic (with one exception) does not incorporate the notion of significance, and hence there is no principled way in which one can vary possible worlds only along the lines that make a difference: not being assassinated does create a significantly different possible world, while wearing a different suit (or an infinite number of other trivial variations) does not. But even if we could introduce a way to block trivially different possible worlds, there is the problem of accounting for the identity of the counterparts of actual entities in those worlds. What, for example, would guarantee that the JFK that survives is the same JFK? What is the criterion for a valid counterpart of our JFK? The usual maneuver here is to introduce essences.


Harman:    I agree with the criticisms of possible worlds you listed. It's the wrong sort of ontology, one that assumes that all variations are equal. I'm happy with Kripke's critique of David Lewis on possible worlds, and, since I don't mind essence, I don't fear that side of Kripke either. What I dislike in Kripke is that the essences he proclaims are so narrowly scientistic in flavor. Kripke says, for example, that the essence of gold is to have 79 protons. But this is just typical analytic philosophy science-worship (however refreshing it may be by contrast with continental epistemophobia). The possession of 79 protons is the physical precondition for the existence of gold, but certainly not the essence of gold. Even worse is when Kripke says that the essence of Richard Nixon is that he came from two specific parents. Is that even physically true? I don't think so. It would be possible, however improbable, for Nixon to end up with the same DNA but from two different parents.


DeLanda:    Yes, Bhaskar also believes that the essence of gold is to have 79 protons, or, more exactly, he believes its essence is the electronic structure that goes with a nucleus with 79 protons. Now, I believe that the identity of a gold atom is in fact defined this way, but only partly. Making 79 protons into an essence leaves out the very important role of systematic variations in the identity of atoms. This is important to a realist who needs to assert the open-ended nature of the world in order to reject the anti-realist implications of A3. In this particular case, the variation comes from the fact that atomic nuclei also possess neutrons, and, depending on the number of these, there are several varieties (or isotopes) of gold. To an essentialist, this variation is insignificant, a kind of cloud of dust we must leave to settle before we can see what is important: what all gold atoms have in common, what remains the same.

Let me flesh this out a little. Take this glass of water in front of me. It has certain actual properties: its temperature, its volume, its degree of purity, and, most importantly, its chemical composition. For essentialist philosophers like Kripke, the first three properties are accidental (we can change temperature by a few degrees, volume by a few units, and add a pinch of salt, and this object would still be water) while the last one is essential: water is H2O. Or to put it more bluntly, the essence of water is to be H2O. Yet as I just said, this overlooks the existence of irreducible variation. This point has been nicely articulated by the philosopher of chemistry Jaap van Brakel (2000): if we examine any actual body of water we will find that in addition to a large population of molecules that are indeed H2O, we have isotopic variants. Deuterium (common hydrogen with an extra neutron) will be there in small amounts, so the container also has molecules of D2O. In addition, there is variation due to loss of electrons (molecules becoming ions), so the container also has OH+ particles. Finally, water molecules also form polymers (chains of identical molecules), so we will also find molecules of H4O2. As I said before, while for an essentialist variation is a nuisance (something to get rid of so we can reach the general essence), for me it is an integral characteristic of the world.


Harman:    Good point about isotopes. One of the most dramatic moments of the twentieth century was when Niels Bohr, at Princeton in 1939, suddenly realized that Uranium-235 was susceptible to slow-neutron fission, whereas the much more common Uranium-238 was not. Without that moment, no atomic bomb. Kripke (also at Princeton, three decades later) would be missing something big here if he said: “The essence of uranium is to have 92 protons” (Rhodes 1986).


DeLanda:    But let's return to the question of the ontological status of currently non-manifested dispositions. My own approach to this thorny issue is to begin by distinguishing different types of dispositions, some of which are relatively simple, some much more complex, and try to find a principled way to eliminate trivial possibilities in the simple cases first. If that works, the hope is that we can take some of the insights developed in the simple cases and apply them to the complex ones. The simplest dispositions are what we may call tendencies. We know that water (at sea level) boils at 100 degrees centigrade and that it freezes at 0 degrees. This can be captured by a counterfactual: if we raised the temperature to 100 degrees (or lowered it to 0 degrees), it would boil (or freeze). Or it can be expressed as part of the description of an object: this body of water is characterized by its properties (volume, temperature, salinity) as well as by the fact that it has an objective tendency to boil and to freeze. Let's imagine a body of water at 45 degrees centigrade. In this case, the trivial possibilities are “water at 46 degrees,” “water at 47 degrees,” and so on for every degree. This would multiply “potential beings” to infinity and would be ridiculously inflationary, ontologically speaking. So the solution is to introduce the distinction between ordinary and special (or singular) possibilities. When changing from 45 to 46 degrees nothing happens (other than a minor quantitative change) but when changing from 99 degrees to 100 degrees something noteworthy happens: the object changes state. Moreover, this remarkable change happens regularly, as regularly as any of the enduring properties that are part of the identity of the object. These changes from quantity to quality were introduced into materialist philosophy by Engels, and our knowledge of them has only deepened since. So to summarize, I am not a realist about mere possibilities (water at 46 degrees) but I do believe that those critical points (and the regular behavior that they mediate) exist independently of our minds. To express this a bit more technically, every object has an actual existence, possessing properties that endure through time, and an associated possibility space. The “points” in that space, representing ordinary possibilities, are not mind-independent, but the structure of the space (given by the singular or remarkable possibilities) does exist independently of our minds. By committing ourselves ontologically only to the structure (not the rest of the space), we limit the number of trivial possibilities.


Harman:    I agree with your point about not treating possibilities as real. They can be produced when someone considers them hypothetically, but not a moment sooner. I think our sole difference here is that I don't think hypothetically considered scenarios (such as the boiling and freezing points of currently liquid water) are real. For me, instead, these virtualities are sensual objects, since they exist only as a correlate of the hypothesis-maker. Possibilities are inherently relational, and as such they do not exist in their own right. Objects for me are actual, but this is not actualism (which I also hate) because actualism treats the actual as the relational, whereas for me the actual is the non-relational.


DeLanda:    I disagree: not only is the actual non-relational but so too is the virtual, that is, the structure of possibility spaces that explains why water regularly freezes or boils at those points and no others. The regularity of these events is a reliable indicator of an object's identity as much as any of its enduring properties. Prior to Lavoisier, chemists thought that all vapors and smokes were simply one substance (airs with different impurities) and it took quite a bit of intellectual effort to think of the gas state as something that is shared by different substances. So I guess the disagreement here is that I always think of objects as dynamic, that is, in need of being continuously stabilized so they can preserve their identity. And I include as part of their identity whatever instabilities they regularly display, such as the objectively unstable point “100 degrees centigrade” at which one state (liquid) becomes unstable and another (gas) becomes stable.


Harman:    You hold that ice, liquid water, and steam are one and the same object, and your way of determining this is through the chemical identity of all three as H2O. How can we privilege the molecular level as the seat of an object's identity? I'm worried that too many troubling things would follow from this: are diamond and graphite, which are chemically identical, really the same object? What about a healthy eagle and the decomposing body of an eagle, which are also chemically identical – are these the same object? These sorts of questions lead me to treat ice, liquid water, and steam as different objects even when made of the same material.


DeLanda:    Yes, I see your point. If an object is defined by its emergent properties (as I believe it partly is) and if these properties are produced by the interactions between the component parts of the object, then liquid water, steam, and ice should be considered different objects. When water freezes, clearly new objects appear: individual crystals. And similarly for the dead and live eagles. On the other hand, your solution to the problem of multiplying possibilities is to multiply objects. Thus, whereas for me a gallon of water in gas, liquid, or solid form is the (numerically) same object in different states, for you it is three separate objects. This is not only ontologically inflationary but leaves you with the burden of having to explain how these three objects are regularly interconvertible. And similarly for the live and dead eagle: for me this is one object in two different states, only in this case the regular transition (death) is not reversible given current technology. In my own account, therefore, we do not multiply objects without limit, but we must associate with every object a structured possibility space that provides the ontological basis for an understanding of regular changes of state. Every object has an actual and a virtual half.


Harman:    How does your discussion of possibility spaces relate to Deleuze's own concept of the virtual?


DeLanda:    Well, Deleuze uses the term not only for dispositions that are not currently being manifested, but also for singularities that are not trapped in the actuality of objects. In other words, like Bergson before him, Deleuze makes an effort to think the virtual in itself, what he calls the plane of immanence. In this plane singularities exist liberated from their objects, forming a pure virtuality that is entirely indifferent to anything actual. I dealt with this in Intensive Science (2002) using the concept of counter-actualization (from Deleuze's Logic of Sense) to make plausible the idea that there is a special process through which singularities are liberated from actual objects. The reason why I do not normally mention this in discussions of realism is because it is the hardest part of Deleuze's ontology to justify. For someone like me who does not believe in a priori knowledge, it is tough to come up with a posteriori evidence that such a pure virtual dimension exists. Deleuze is clear that we can only reach this plane in thought, conceiving it as the limit of a series of mental operations that progressively detach singularities from the actual objects in which they are trapped. Fortunately, a realism in which essences are replaced by singularities does not need to integrate the whole of Deleuze's ontology: all we need for this basic task is actualization of the virtual as events (to freeze, to boil) not a fully worked out account of counter-actualization.

But let me return to the virtual as it exists not by itself but as part of the actual. This involves the ontological status of non presently manifested dispositions. As I said above, my strategy here is to start with simple cases (tendencies) and then move to more complex ones. An example of a complex disposition is what we may call capacities. They are complex because, in general, for these dispositions to be manifested, a capacity to affect must be coupled to a capacity to be affected. Thus, unlike tendencies, capacities are relational, but these are relations of exteriority, that is, neither the identity of the object that affects nor the one being affected is defined by their relation. Take the example of a knife. It has an actual property, being sharp, which forms the basis for one of its capacities: its power to cut things. But while this capacity can be exercised with cheese, bread, and vegetables, it cannot be used in relation to a solid block of titanium because the latter lacks the capacity to be cut. In other words, unlike boiling or freezing, the event in this case that actualizes the virtual is always double: to cut/to be cut. But this added complexity brings difficulties when trying to eliminate trivial possibilities, since the knife has different capacities depending on what it interacts with: a knife has the capacity to cut when interacting with bread or cheese, a capacity to kill when interacting with a live animal, and the capacity to murder when interacting with a live human being.


Harman:    If all capacities of the knife belong to its virtuality, then how do you avoid what Quine (1980) calls “the slum of possibles?” Will the virtuality of the knife contain flesh-cutting, cake-cutting, and paper-cutting as separate elements, or is all cutting the same? What about more offbeat capacities of the knife, such as being used as a musical instrument, as a wedding gift, as a burglar's tool for removing a screen, or as an item for barter? Is the capacity of a knife to be a murder weapon different in the case of each possible person who might be murdered with it? If not, then why not? Isn't there something dramatically different about a knife murder when it's the assassination of a king, the ancient sacrifice of a virgin, a barroom brawl, or the sadistic butchery of a small mammal? Is the knife a different murder weapon depending on which unique individual it was used to kill? We can cite a more historical example: Christopher Marlowe was stabbed to death in a tavern fight in 1593, possibly changing the course of world literature. Certainly, that's a significant event, but would we really say that the knife previously contained “the capacity to kill Marlowe” and that this capacity happened to be contingently actualized, and that Marlowe previously had “the capacity to be murdered by Ingram Fizer” (assuming Fizer was really the guilty party)? As explained earlier, my way of handling this situation would not be to talk about pre-existing capacities in the components (Marlowe, Fizer, knife), but about actual properties of the murder as a higher-order object.


DeLanda:    Yes, I totally agree that this is a problem. I presently do not know how to solve it, but I agree that if I do not find a principled way of limiting the number of possibilities associated with capacities, then there is a big hole in my ontology.


Harman:    Capacity metaphysics is hot these days in analytic philosophy: above all, there's Nancy Cartwright, and there is also the colorful and late lamented George Molnar from Sydney (Cartwright 1999; Molnar 2003). I'd also love to hear your views on Levi Bryant someday, since in The Democracy of Objects he's object-oriented like me but Deleuze-inspired like you, and always defends a capacity metaphysics (Bryant 2011). I'm suspicious of capacities for the same reason I'm suspicious of potentiality. Both concepts are good at enriching things so that they are more than their current actual state, but both concepts seem to do this by saying “this knife is richer than its current state because it can also affect other things.” Well, it's true that the knife can affect things differently from how it currently does, but my position is that when it does have these different effects, they do not belong to the knife, but to a new entity composed of the knife and something else. To use your example, I'd say that the knife itself does not become a murder weapon, but a new entity called “murder weapon” is formed from the knife and the murder. The knife is indifferent to the murder, not because it's a piece of dead inanimate material, but because the knife remains a knife, and the murder weapon is a neighboring but different entity, the knife plus something else. It is true that many relations (which count for me as objects) do have a retroactive effect on their component terms; in A New Philosophy of Society (2006), you handled this case as well as anyone. If the knife is a famous murder weapon, it may be subjected to museum preservation techniques that alter it in some important way. Marriage alters both people, often irrevocably. A young male non-Frenchman may not currently have the property of being a Foreign Legionnaire, though he does have the capacity to join, and no doubt such a decision will affect him deeply. But it's not the case that every relation affects the relata. We may ascribe the term “murder weapon” to the knife, but the murder weapon is elsewhere, in a compound entity in which the knife is just one component.


DeLanda:    This is similar to your solution to the boiling/freezing points. Rather than considering this glass of water as an object that can undergo certain orderly transformations, you would consider the ice and the steam as being simply different objects. This solution would seem to work even better for capacities, because it is certainly plausible to think of the object that affects plus the object being affected as separate. But the same problem arises: you stop the proliferation of possibilities with a proliferation of objects. And you would have the exact same difficulties in restricting this proliferation: the knife and the cucumber are two objects, but the knife cutting the cucumber is another object. Is the knife cutting bread yet another, and what about cheese? How do you prevent this proliferation? So we both have a problem (a slum of possibilities, a slum of objects.)


Harman:    As I see it, this is not a dangerous proliferation. Sometimes the knife is cutting bread and at other times a cucumber. Everyone admits that these are two different relations, but I doubt that anyone would complain about a proliferation of relations in this case. I simply add that any genuine relation forms a new object, and that this object often has a retroactive effect on its components. Such objects do not last for long: it does not take much time to cut most bread or cucumbers. It takes even less time for cars or airplanes to crash together, but I treat such crashes as new though short-lived entities (Harman 2010b). So it's not really a slum of objects. Objects only exist for as long as they exist. When Quine (1980) complained about cases such as “the possible fat man in the doorway,” what he worried about was the claim that all conceivable things might exist. For me that is not the case, since it is not enough for something to be conceivable to be real. It must either be real here and now (real objects) or must be present here and now in the experience of some real object (sensual objects). The possible fat man in the doorway only exists for the brief period that Quine considers the possibility, and does not exist as some slum-stuffing eternal possibility.


DeLanda:    Well, it seems to me there is still a proliferation of objects, although maybe not a slum. On my side, I prefer to stick to fewer objects and try to limit the proliferation of possibilities in a different way. For tendencies (the simplest dispositions) the proliferation is stopped by focusing on the structure of the possibility space, and being ontologically committed only to this structure, not to the possibilities. The objective existence of this structure (e.g., Euler's singularities) can be established like that of any other hypothetical entity: by gathering evidence that the objects modeled by the equations do in fact have the preferred states the models say they do. (Or that they switch states at the predicted critical points.) And once the existence of singularities is established a posteriori, it seems clear that they do constrain the space of possible states for an object in a way that does not allow a proliferation of trivial possibilities. But this does nothing to clarify the ontological status of non-currently exercised capacities.

We simply lack the right formal tools to do this at the moment, with one exception: the capacity to affect and be affected of an array of the simplest automata. In this particular case, since the interactions in which the automata exercise their capacities are defined by rules, we can explore the space of all possible rules, and find not singularities (in the traditional sense) but singular, remarkable, non-ordinary sets of rules. (As usual, I would be ontologically committed only to this singular and highly significant set, not to the sum total of the rules.) This has been done for cellular automata and has clarified the amazing ability of some interactions to give rise to a variety of emergent effects that most other interactions do not give rise to. But it is a long way from this one particular example – analyzed in detail in my Philosophy and Simulation (2011) – and an intellectually satisfying conception of the possibility spaces associated with capacities to affect and be affected.

So, to summarize. I have a principled (and time-tested) way to define the structure of possibility spaces associated with tendencies, but I do not have one for capacities. My strategy is to proceed by analogy: in the case of tendencies the structure is defined by special or remarkable possibilities at the exclusion of ordinary or trivial ones, so a similar approach may one day work for capacities. Having admitted this, let's continue exploring the status of dispositions (and the use of counterfactuals) in our respective ontologies, focusing exclusively on tendencies. For this simple case, I can use, in addition to Euler's singularities, the more recent addition constituted by Poincaré's attractors.


Harman:    In your book Intensive Science (2002), you give a compelling account of attractors. The sense I get from that book is that this structure lies beyond any specific object, which is what gave me a sense of disembodiment about your concept of reality. For example, your discussion of attractors was so interesting because even if the marble in the sink finally hits the drain and stops moving, it still does not coincide with the attractor. I liked this concept for the obvious reason that known physical positions are no longer the heart of the matter. Even when the marble is at its final resting point, the attractor is not identical with the drain hole itself.


DeLanda:    Attractors are singularities similar to Euler's minima, that is, they also define the preferred stable states for an object, but they were discovered much later as part of the novel geometric approach to differential equations pioneered by Henri Poincaré toward the end of the nineteenth century. Unlike the equations studied by Euler, those tackled by Poincaré could not be solved analytically, so he was forced to study the space of possible numerical solutions. This space is called “phase space” and represents the space of possible states for a dynamical object. In the ontological analysis of phase space, every point stands for a possible state of an object, any series of points (a trajectory) stands for a possible stretch of history of that object, and, finally, the attractors themselves stand for the tendencies that such stretches of history manifest. But although these singularities attract trajectories (that is why the latter tend to the former) it can be shown mathematically that a trajectory's approach is asymptotic: the trajectory gets closer and closer but never reaches the attractor. In addition, given that phase space diagrams leave out accidental fluctuations, while in reality objects are always buffeted by external shocks and noise, a real (non-ideal) trajectory always hovers in the vicinity of the singularity. Hence the singularity itself is never actualized, the perfect illustration of what an ideally virtual entity must be. (Hence, it may be wrong to say, as I just did a couple of paragraphs above, that we must distinguish in a space of possibilities those that are ordinary from those that are singular or remarkable: attractors are not possibilities since unlike the other points in phase space they cannot be actualized.)

Let me now address the question of disembodiment. You are correct to point out that, in my account, singularities lie beyond any specific object: a phase space with a global minimum can capture the space of possibilities for soap bubbles (which minimize surface tension), crystals (which minimize bonding energy), light rays (which minimize travel time), and a variety of other minimal objects. Since the mechanisms that lead to the production of a bubble, a crystal, and a light ray are entirely different, attractors are said to represent a form of determination that is mechanism-independent. Euler, as I said above, referred to them as “final causes” complementing efficient causes, which do depend on concrete mechanisms. Mechanism-independence implies that, unlike essences, singularities do not resemble the objects that emerge when the tendencies they define are manifested. This is the only sense in which singularities are disembodied: they can be divergently actualized in a whole variety of objects. But this can be easily accommodated, since all we have to admit is that objects as different as bubbles, crystals, and light rays share some tendencies, much like different objects may share properties.


Harman:    Now let's walk through one of your examples. For a relational metaphysics (meaning one for which all relations are intrinsic), as the soap bubble moves and wobbles and reflects ambient light differently, it would have to be considered a different soap bubble in each instant. We have to look at the detail of its exact characteristics at any instant as definitive for it, and cannot assume an old-fashioned ontology of an enduring soap bubble with changing accidental traits. For Husserl, this picture is completely wrong. The individual soap bubble remains the same even as it wobbles and moves and reflects light differently; it remains the same intentional object, and the eidos of this object is directly accessible by intuition to anyone who is good enough at phenomenological analysis. In the view of OOO, Husserl is right that the soap bubble remains the same despite all the variations in its surface qualities, but wrong about the rest: reality itself cannot be intuited, whether with the intellect or the senses. Real objects, apart from any relation to anything, are the ultimate stuff of the cosmos. For you, what difference is there between the individual soap bubble and any of its momentary states? What lies beneath a completely specific soap bubble at time T1? Do you recognize the existence of an individual bubble-object able to move and wobble (as OOO does)?


DeLanda:    I certainly do not believe that each wobbling instantaneous state yields a different object! That amounts to not believing in objects with an enduring identity, which, as I already said, is unacceptable to a realist. What ensures the maintenance of the bubble's identity over time is its chemical composition (subject to variations, hence not as an essence) and the continuing interactions between the population of soapy molecules forming the film. This population as a whole (the entire film) has at least one tendency: the bubbles tend to minimize surface tension in whatever instantaneous configuration they find themselves in, hence preserving their spatial relations across wobbly variations. Because this tendency is actually manifested in any actual bubble, we do not need any extra ontological categories (other than that of actual object) to think about them. We only need the extra category (virtual singularities) to explain the regular behavior of soap film: that it tends to form spheres and not cubes or pyramids. I should add that if the bubble remains the same intentional object through its wobblings, it is partly because the real object maintains its integrity, and partly because our brain extracts from this real object that which remains invariant under the transformation “to wobble.”


Harman:    So, we both agree that individual objects are needed in a realist ontology. But I can't see what work they are performing in your model. When I ask what lies below each momentary manifestation of the wobbling bubble, you speak of two things, neither of which is an individual bubble: (1) its chemical composition, and (2) the tendency of this chemical composition to minimize surface tension. In other words, we have left the individual object behind and are speaking of its components and of a tendency. And I would still like to know: where is the individual soap bubble in your model?


DeLanda:    OK, let's go back to my definition of “object.” All objects in my ontology are historical entities, characterized both by their genesis (the process through which they were synthesized) as well as by the current processes that maintain their identity. For any given object, the explanation of both its genesis and its maintenance will involve reference to its components, the former because the object was synthesized by assembling and connecting its components, the latter because the properties that characterize the object's enduring identity emerge continuously from the ongoing interactions between its components: if the latter cease to interact (for whatever reason) the object ceases to exist. So yes, both chemical composition and the tendency of a population of components to minimize must be mentioned when discussing the bubble, but the latter, which is the emergent product of the former, is not for this reason neglected (else, we would be engaging in reductionism.) An emergent whole is every bit as real as any of its components, but it cannot survive without ongoing interactions among its components.


Harman:    While it's true that everything can be viewed as a composite, and the composition is always causally important for the existence of the larger thing, it's not true that it's essentially important for the larger thing. You give a good argument for this yourself in the same passage I've been talking about in Intensive Science (2002: 132), when you give your definition of “redundant causation” (which is slightly different from what some analytic philosophers mean by the term). To remove all the atoms from a hammer would obviously destroy it, but to remove or replace a certain number of its atoms might make no difference at all.


DeLanda:    Yes, the interactions between components may be such that a very large set of possible interactions results in one and the same property emerging. This set is redundant, in that any member will suffice to bring about the emergence of the object. But I wonder if this redundant causality helps you delineate something that is essential for the object to exist. The concept simply points to the existence of equivalence classes of interactions among components, any one of which is sufficient to bring about the right outcome, which is another way of saying none of which is essential for the outcome.


Harman:    I agree that everything comes about through a process, but not that all aspects of the process are retained in the thing. Hence I am always left cold by critics who play the Gilbert Simondon card and say that I'm only dealing with fully formed individuals and not with processes of individuation (Simondon 2005). I could talk about specific cases of individuation using the tools of OOO any time I want; the appeal to individuation often seems motivated not by any specific concern for the history of things (though you yourself give detailed histories of things, especially in A Thousand Years), but as an attempt to privilege the concept of things as dynamic trajectories of becoming rather than as discrete individuals. What is lost by such philosophies is the notion of discrete jumps in reality (such as your phase changes and bifurcations). If everything is a process of individuation and individuals are derivative, then every instant will be the same.


DeLanda:    Sure. Realist ontologies that are all process and no product must be rejected. I do not even see the point of postulating the existence processes of genesis and maintenance of identity if there is not a product that possesses that identity. And I certainly agree that there are plenty of ontological discontinuities in the world.


Harman:    If I can mention Aristotle again, the interesting thing is how the Physics and Metaphysics deal with both sides of this story. In the Physics we learn about continua: it's impossible to split up a university lecture into a definite number of instants, and equally impossible to split up the lecture hall into a definite number of spatial points. A lecture and the room in which it takes place are continua that can only potentially be split into parts and aren't actually split up in this way. But what has happened in a lot of recent continental ontology is that people go a step further and say that even individual entities are part of a broader continuum, and that they become “individual” only through hypostases made by the human mind – early Levinas (1988) – or through relations among themselves – Jean-Luc Nancy (1993). But it is important to note that Aristotle did not extend the continuum model to individuals: the number of listeners present at the academic lecture is an actual number of listeners, not a continuum that can be split up into any number of people we please. What I'm trying to get at here is that relying too heavily on the histories of objects to individuate them risks turning things into temporal continua in which all events in the biography of an object are equal.


DeLanda:    I wonder if the problem here is relying on an object's history as part of what defines its present identity. It seems to me that when someone asserts that the universe is a continuum of which discrete objects are only “aspects” (that we, the observers, separate from the continuum), the real culprit is the relations of interiority that generate that monolithic totality in the first place. Once you rule out intrinsic relations that define the very identity of their relata, you can bring all the history you want without reaching that erroneous conclusion. But more to your point: it is clear that not every event in the history of an object must be taken into account when defining its current identity. Hence the crucial need for the concept of significance, of differences that make a difference. This is needed to perform evaluations of the events in the history of an object, to sort these out into those that made a difference in determining the current identity of an object from those (perhaps the majority) that were just trivial happenings with no real effect. And similarly for your point about causal redundancy: some changes in the interactions between components, those that leave an emergent property intact, are trivial; those without which the emergent property would disappear are not. So the disagreement here seems to be mostly terminological: when you say that composition is not essentially important, the term “essential” is performing the exact same philosophical work as the term “significant”.


Harman:    Yes, as long as we don't slip back into interpreting “significant” as meaning “significant for humans,” but I can't imagine you'd be one to do that. As for defining a thing in terms of its capacities, I remain firmly against it. Why does the sum total of all the possible relations a thing might have need to be inscribed in the thing in advance? I don't see how this could work except for someone like Leibniz, and even for Leibniz it's not all possible relations of the monad that are contained in it, but only all the actual future relations; pre-established harmony only has to deal with what actually will happen someday, not with everything that might have happened in the future. What do we gain ontologically by embedding capacities in the things? Zubíri radically excludes capacities from the essence of a thing because they are relational (or “respective,” in his terms). My main gripe with his position is that he turns relational/non-relational into a taxonomy of different kinds of entities. So for example he excludes both knives and farms from having an essence, since knives and farms exist only in relation to other things, while only the piece of metal in the knife would have an essence and only pieces of land in the farm would have an essence. The essence of a thing is ultimately defined by Zubíri as its “atomic-cortical structure,” which flatters scientism in much the same way as Kripke's 79-protons essentialism.


DeLanda:    Of course, but I am not saying that the sum total of all possible relations is part of the identity of an object, since that sum total would be made mostly out of trivial variations. Hence the need for an additional concept to distinguish historical events that are special from the majority of events that are ordinary and unremarkable. But you are correct to point out that for this to work, the significance (or lack thereof) of an event cannot be “significance for us.” Certain cosmic events, such as the bifurcations that transformed the single super-symmetric force that existed after the Big Bang into four distinct forces (gravity, electro-magnetism, and the two nuclear forces) were significant relative to the present state of the universe, with discrete planets and stars, since the latter would not exist had the forces not become differentiated. And similarly for evolutionary events: the meteorite that crashed on our planet, sending most large reptiles into extinction, was significant because it opened up ecological niches for the few undifferentiated mammals that existed at the time, allowing for an intense differentiation of mammalian species (kept discrete and separate by reproductive isolation). Now, if we assume for the moment that these events actually happened (there is evidence for them but not enough to compel assent) they were significant regardless of the fact that human beings did not find out about them until the twentieth century.


Harman:    I would like to ask a question that strikes at the heart of what may or may not be our chief difference: the number of distinct ontological levels we accept. If you have three levels, then you agree with OOO that real objects are irreducible to any of their momentary configurations, and you simply add a third level even deeper than individual objects, a level containing phase spaces and so forth. That would lead to one particular debate between us. But a completely different debate would ensue if you're claiming that there are only two levels: the level of momentary configurations of entities, and then the phase–space ontology below it. In this case we'd be much further apart, because I'd be inclined to call it a classic duomining pair (undermining + overmining). I guess I haven't introduced these terms into the conversation yet, so bear with me for a moment as I do so.

There are two basic ways to get rid of objects in philosophy: reducing them downward to their pieces, or reducing them upward to their effects. This isn't so surprising, since these are also the two basic forms of knowledge: if someone asks us what something is, we will answer by telling them either what it's made of, what it does, or both. The pre-Socratics are the great underminers in Western philosophy: everything is water, everything is air, everything is atoms, everything is apeiron. Mid- and large-sized things are just aggregates of these more basic elements. Overmining is more of a modern and contemporary gesture: there are no objects, but only events, language, power, relations, effects. “Why be a naive realist and posit real objects hidden behind these events, language, power, relations, or effects?” Since both these positions are so extreme, they usually come in a mutually parasitic pair. For example, one version of scientific materialism would say that everything can be explained by its constituent particles (undermining) and also that these particles can be exhaustively known in mathematical terms (overmining). Latour's actor-network theory says that the reality of everything is exhausted in its sum total of effects (overmining) and also there is a shapeless plasma beneath all entities that is responsible for change, much like the pre-Socratic apeiron (undermining) (Latour 2007: 258). It's a great way to annihilate individual objects in two directions at once. A few years ago I stole the term “duomining” to describe this operation, which is practically ubiquitous in Western philosophy and science. It comes from the credit card industry, where it refers to the practice of data-mining and text-mining a person simultaneously to exhaust all possible consumer information about them (Harman 2013a).


DeLanda:    I see your point. I take a different but overlapping approach to this. I use the terms micro-reductionism and macro-reductionism for your undermining and (roughly) your overmining respectively. Micro-reductionism (whether to atoms, genes, neurons, or rational decision-makers) thrives when triumphs of scientific analysis are mistaken as triumphs for reductionism. But this error is made only by scientists who do not practice synthesis. Chemists, who practice both analysis and synthesis, do not make that mistake: they can see that the emergent properties and dispositions of water disappear when they analyze it into oxygen and hydrogen, but they reappear when they resynthesize it. To use an expression favored by the realist philosopher Mario Bunge (1979), explaining emergence does not explain emergence away.


Harman:    You've just mentioned the main reason I was happy to see you tackle chemistry rather than physics in your recent book: the fact that chemists are professionally well positioned not to explain things away (DeLanda 2015). Some years ago I wrote a rather critical review of the book Every Thing Must Go by James Ladyman and Donald Ross (2007); nothing personal against them, they were just being waved like a sword at the time by annoying continental nihilists (Harman 2010a). They postulated a “Primacy of Physics Constraint” that served mostly as an alibi for their deceptively abusive treatment of emergent levels of reality. They have the audacity to call their ontology a “rainforest,” since they claim that there are real facts not just about ultimate particles, but also about chemicals, mountains, even traffic jams. But then it turns out that the non-ultimate realities only exist, for Ladyman and Ross, when a human observer is there to treat them scientifically. Otherwise all that exists is a deep, even ineffable, mathematical structure, and they “refuse to say” what this structure is. Your chemists already knew better.


DeLanda:    I am less generous than you in this regard. Physicists routinely mistake properties of the ideal phenomena that they model for properties of real phenomena. This is not an indictment of idealization as a cognitive strategy; ideal phenomena, like the ideal gas or an ideal two body system of point masses, are creative inventions, and are indispensable in the creation of mathematical models. But they are not real! Nancy Cartwright, one of my favorite philosophers of science, wrote a book called How the Laws of Physics Lie (1983) to make this point: math models are strictly speaking true only of ideal phenomena, as well as of laboratory phenomena that have been specifically designed to approximate the idealizations, such as a real gas that has been deliberately rarified so that its density approaches the infinitely low density of an ideal gas. Now, while there is nothing wrong with idealization, there is something very wrong with reifying the properties of ideal phenomena. Hence the need for realist philosophers to determine the ontological implications of mathematics.

But let me return to the question of ontological levels. I agree with you on the need to prevent the identity and autonomy of macro-objects from being undermined by reduction to micro-components. But I also agree that the opposite operation, fusing all objects into a single macro-object, is as grave a mistake. The difference in this case is how we diagnose the symptoms. For you, macro-reductionism (or overmining) is effected by reducing an object to what it can do, to the sum total of its effects. For me, as usual, the culprit here is relations of interiority. In particular, classical sociology's methodological holism, which is supposed to counteract the methodological individualism of economics, approaches a society as a seamless totality of which persons are just aspects, not distinct entities. My way of combating macro-reductionism in social studies is to show that between the micro-level of persons and the macro-level of a country as a whole, there is an entire meso-level of social entities of intermediate scale: just above persons (and composed of them) are communities and institutional organizations (hospitals, universities, bureaucracies, prisons, corporations). Several of these can form even larger entities, as when several working-class communities form a coalition and become a social justice movement, or when several organizations (some executive, some judicial, some legislative) form a government. Several more levels can be added to the meso-scale before we reach the level of a country: cities, urban regions, provinces. Each of these intermediate entities has a certain autonomy and all are independent of the content of our minds. We may have wrong conceptions of what communities, organizations, or cities are, but that has no bearing on their ontological status.

Now, let me add one more point about ontological levels, this one more esoteric than the previous one. In my ontology, it is crucial that there is only a single level for all actual objects. All of them are historically individuated entities: individual atoms, individual bacteria, individual animals and plants, individual persons, individual communities, individual organizations, individual cities. The only difference between them is at what scale they exist. The part-to-whole relation generates differently scaled individual objects, but they all belong to one and the same ontological level. Now, what happens when we add virtual singularities to this single-level ontology? Here, it is crucial that singularities are not conceived as forming a separate ontological level above that of individual objects, since that would transform singularities into transcendent entities, “transcendent” in the materialist not the idealist sense. An argument by Deleuze can serve to illustrate the point: anything transcendent (like the genera and species of Aristotle) exists in a dimension over and above that of actual things (Aristotle's individuals.) Mathematicians use the letter “N” for number of dimensions, so this can be expressed by saying that anything transcendent is an N+1 entity. But singularities are always N−1. What does that mean? Let me illustrate this with freezing and boiling points (but the same argument applies to other singularities). As we boil or freeze water by manipulating a single property (e.g., temperature), the space of possibilities is one dimensional: the line of possible temperature values. Since N=1, the singularities should be N−1, that is, zero dimensional: freezing and boiling points. But if we manipulate both temperature and pressure at the same time, we have now a space of possibilities with two dimensions (N=2) and the critical thresholds at which quantity changes into quality become one dimensional lines. If, in addition to those two properties, we also manipulate a third (say, salinity) the space of possibilities becomes three dimensional (N=3) and the singularities become surfaces. (If you take a look at the phase diagram for water, you can see these relations between dimensions clearly.) Because virtual singularities are always N−1 features of a possibility space, they do not compose a transcendent ontological plane, hovering above that of actual objects, and therefore they can be embedded into a flat ontology of individual entities.

You are, of course, free to see this as a two-level ontology, and that is fine as long as we do not conceive of the second level as transcendent (in the materialist sense). On my side, I prefer to view this as a single plane with two sides: individual objects inhabit the plane, but their actual properties and virtual dispositions define two complementary sides. In discussions of OOO the expression “flat ontology” seems to occur often. What is your take on that expression and the concept it expresses?


Harman:    If memory serves, I first consciously noticed the term “flat ontology” in your book A New Philosophy of Society, which I read in early 2007. A year later, as I reread Bhaskar's A Realist Theory of Science, I was reminded that he had used the term as well, though perhaps there are forerunners of that phrase in analytic philosophy of which I am unaware. However, unlike you, Bhaskar uses the term pejoratively to refer to empiricism: flat ontology for him is the kind that flattens all entities into how they are presented to us and makes no room for any surplus over and above such givenness. Husserl is a flat ontologist in this respect. But the flat ontology that interested me was your kind, which makes no initial decision about the ranks among different kinds of entities. Any philosophy that is intrinsically committed to human subjects and dead matter as two sides of a great ontological divide – like Meillassoux's (2012) – fails the flat ontology test.

Heidegger and Derrida made us familiar with the term “onto-theology,” and I agree with them that we should avoid onto-theology: the notion that one particular being could serve as the explanation for being as a whole. But I'm equally troubled by what I call “onto-taxonomy,” in which an obvious everyday difference between two kinds of entities is built into the ontological foundations of reality (Harman 2016b). Usually, this is done with “human” and “non-human.” I agree of course that humans can do many interesting things that no other entity seems able to do. Besides, we are human and therefore especially interested in the special features of humans. Yet it does not follow that humans belong on one side of a great ontological rift, with all other entities stranded on the other side. This leads philosophers into having to posit incredible events to explain how human thought, conceived in utter ontological distinction from all other beings, came to arise in this universe. Žižek calls it an “ontological catastrophe,” because he has no other choice than a sort of miraculous mechanism. But he can't really make it credible. Similarly, Meillassoux says that thought irrupted ex nihilo for no reason at all, and although he says there was the same ex nihilo irruption of life from matter, he has little to say about that one, ending up instead (in his lively and polemical 2012 Berlin Lecture) with thought vs. dead matter as the primary distinction. But who says the emergence of thought is more important that the emergence of stars, the formation of heavier elements in supernovae, the symbiotic emergence of eukaryotic cells, or the evolution of vertebrates? Why doesn't Meillassoux demand an irruption ex nihilo for these events as well? Because his position is deeply anthropocentric, and ultimately shows too much allegiance to Descartes, whom he views as superior to Kant. Since I reject the thought vs. matter distinction as a basic ontological dualism, and treat all relations as ontologically equal translations whether humans are involved or not, from Meillassoux's standpoint I am a panpsychist or vitalist (he uses the words almost interchangeably, but shouldn't). Yet I'm not committed to saying that inanimate objects can plan or dream or love in germinal form; all I'm saying is that the objects vs. relations difference is ontologically fundamental in a way that humans vs. everything else is not.


DeLanda:    Interesting. I never realized that the expression “flat ontology” could be used in such a variety of different senses. I should be more careful when I use it because, as you point out, there are different ways in which one can flatten ontologies. The flattening performed by empiricism, in which only what is directly observable is real, makes scientists refer to the properties of the objects they measure (their temperature or pressure, for example) as “quantities.” Unlike temperature (which is not directly observable), the quantity indicated by a thermometer is an observable, so that is what they commit themselves to ontologically. This clearly impoverishes reality. And moreover, as you say, it builds into an ontology the asymmetry between humans and not-humans, an asymmetry that I also find unacceptable.

Finally, the very idea of contrasting human thought with dead matter is anathema to me: all matter, as long as we push it far enough away from thermodynamic equilibrium, is active and capable of self-organization. The concept of self-organization has been accepted today by some of Husserl's disciples (e.g., Evan Thompson) to combat the idea that the brain is just a computer that matches sensory inputs to motor outputs. Populations of neurons in the brain, Thompson (2010) argues, are capable of organizing themselves spontaneously into larger, coherent groups, that form and dissolve as an embodied agent explores the world. Digital computers, on the other hand, do not display this form of self-organization, hence they make a very poor metaphor for the brain. I agree with all this, but I certainly would not want to make self-organization a capacity of human brains, or even of living creatures (as Thompson and Varela do.) All matter, however non-living, is capable of generating form spontaneously, as long as it is pushed far away enough from equilibrium. Brains and living cells push themselves away from equilibrium (by tapping into external reservoirs of energy), and that is important, but all matter is capable of this feat even if it has to be pushed by external forces. I should add that Thompson (and Varela) have been able to create a “naturalized” version of Husserl only because they accept the existence of attractors and other singularities (Petitot et al. 1999).


Harman:    Let me say something else about Lee Braver, whom we already discussed at length in Part II. In his writings since A Thing of This World, he has tried to reposition himself as a realist, with a theory he calls “Transgressive Realism” (Braver 2012). Nonetheless, it's still an A7 position that doesn't recognize object–object relations as equal to subject–object relations. It's simply an existentialist realism of trauma, grounded in Kierkegaard, in which certain experiences overwhelm us and thus remind humans of the limits of rational conception. In short, his new ontology is not flat at all. Latour is a tougher case, because he says in a few places that objects interpret each other just as we interpret them, but in the vast majority of passages he is only discussing situations involving humans. As for my own position, the flatness I support is a taxonomical flatness in which all entities, including humans, are on the same footing as everything else. But it's a two-layered flatness that does not view things as only phenomena or actions. A thing acts or appears because it exists, and not the reverse. There are real objects, and sensual ones.


DeLanda:    OK, I will leave my response to your last point (the distinction between real and sensual objects) for later, since we will soon be coming back to the question of phenomenal experience (both human and non-human). At this stage, I think I can summarize the points of convergence and divergence between our respective realisms. We both reject intrinsic relations and the macro-reductionism (overmining) that they lead to, as well as traditional micro-reductionism (undermining) and its neglect of emergent properties. We also reject realist ontologies that are all process and no product. There are ontological discontinuities in the world; the world is not a continuous process of becoming, but one that also contains beings that have a separate and enduring identity. We also agree that it would be ridiculous to add to the identity of an actual object the sum total of its possible extrinsic relations. Our first real disagreement is over what determines an object's identity: possession of actual properties or possession of both actual properties and virtual dispositions. This disagreement, it seems to me, boils down to whether we can accept that there is a way to separate among the possibilities implied by virtual characteristics those that are significant from those (the majority) that are trivial. If it turns out that there is no way to do this in a principled way, then I would agree with you that an object's identity is defined exclusively by its properties and its currently manifested dispositions. But if there is a way to do this (as I claim), then we should accept both actual properties as well as non-currently manifested dispositions.

Next is the question of what ensures that an object is not just a bundle of properties but an embodied entity with an enduring identity; your proposal for this job is singular essences, which are the least objectionable essences of them all, while I propose to account for it by the mechanisms of emergence behind the historical genesis and day-to-day maintenance of an object's identity. This is less of a dramatic divergence than it seems at first. That is, we agree that the defining emergent properties of an object are produced by the interactions between its parts. But if we agree on this, and if in addition we agree that we don't take anything as a brute fact, then the term “singular essence” stands for “whatever it is, once we find an adequate explanation, that ensures the preservation of an object's identity over time.” Given that the simplest and least objectionable explanation is that what so preserves identity are the continuous interactions between an object's parts, then we are not so far apart here. Now, once we start specifying in more detail how our ontologies accommodate sensual objects, and once we discuss how ontology relates to cognition, other points of divergence may become evident. Do you want to add anything to this summary?


Harman:    The summary is excellent and I have nothing to add at the moment. On the whole, our agreements still seem to outweigh our disagreements.
Part IV
Cognition and Experience




DeLanda:    Let's begin this section by exploring some questions raised by realism in the realm of experience and cognition. In this regard, we have already agreed on the following: ontological questions should be kept separate from epistemological ones. Thus, direct observability by humans, the criterion of mind-independence used by empiricists, is unacceptable. This criterion for ontological autonomy has problems, such as how to conceptualize the role of instrumentation that transforms yesterday's unobservable entities into today's observable ones. Bas van Fraassen, perhaps the most articulate of empiricists today, gets into trouble when discussing telescopes and microscopes; images produced by the former, he argues (1980), are real because they display objects (e.g., the rings of Saturn) that we could also observe with unaided eyes (if we parked our spaceship nearby), but images from microscopes do not count as real because we could never shrink ourselves. To a realist, this sounds like a confused piece of thinking, further proof that relying on observability as an ontological criterion is wrongheaded.


Harman:    Though I dislike the direct observability of the real as stressed by empiricists, I can at least understand why they emphasize it: they're trying to stick with what is in some sense given, and they don't think it's possible to leap into a realm beyond experience. This is wrong, and it's powerless to account for what science actually does, but I think it's in some sense understandable. What I understand less is why someone would want to be a realist while also claiming that they can access the real directly. Badiou, for instance, is a rationalist rather than an empiricist, but also a mathematical rationalist. This means that he thinks the structure of being is already known; indeed, he thinks that mathematics and ontology are one and the same (Badiou 2007). To develop a point I made earlier, there is an elephant in the room for those who make the real commensurate with our knowledge of it. If the essence of a dog or tree can be found in their mathematizability, then what's the difference between real dogs or trees and perfect mathematical models of them? They all realize there's a difference, of course; there don't seem to be any Berkeleyans these days. But all that anyone ever comes up with to distinguish between things and rational models of them is that the things supposedly inhere in something called “dead matter” and the models do not. I'm speaking here of Badiou's student Meillassoux (2012), since Badiou himself never puts it quite this way.


DeLanda:    It is hard for me to understand why someone who does not believe in matter would become so exercised by the expression “dead matter.” But the point you make about mathematics is correct. Thinkers who believe that mathematical models are commensurate with what they model do not understand the cognitive role of idealization in physics. Math models are never of actual objects, not even simple ones like water vapor, let alone dogs and trees. A math model captures dependencies between the way properties change (and that is a piece of information worth having), but to do so they must simplify enormously the phenomena they model: an ideal gas with minimum density, not water vapor at normal densities. But if these thinkers are realists about general essences I can see how this ontological choice influences their epistemology: they can imagine that the math model of an ideal gas captures the essence of all gases. And it is this essence to which we have direct access. Also, the belief in general essences (as formal causes) begets a belief in matter as an inert receptacle for forms that come from the outside, or matter as an obedient entity that simply follows the commands expressed by general laws. Now, in terms of what you offer as an alternative to Badiou, can you describe what cognitive role translation plays in your philosophy? (I believe you credit Latour with this idea.)


Harman:    I'm committed to translation precisely because I think everything is a form. There is no way to move the form of the real tree unaltered into the mind. The tree in the mind will never be the same thing as the tree in reality, since the tree in the mind has lost almost all of the tree's features. Here I will mention one of my favorite metaphors of Latour from Pandora's Hope (1999:137), where he amusingly suggests an “industrial” model of truth: oil trapped in the geological fissures of Saudi Arabia, through a series of steps, becomes usable gasoline in your car's tank in France. There is no question of accurate representation here from one stage to the next, but only of a translation that holds up from step to step. Of course, I can't endorse this model in precisely the Latourian form. One problem is that he thinks translation is necessary even for an entity to endure from one instant to the next, like the old Occasionalists and more recently Whitehead (Latour 2013; Whitehead 1978). Since the accidental characteristics of a soap bubble constantly change, and since Latour is keen on intrinsic relations, he's committed (like it or not) to translation into a new entity every time the soap bubble endures the tiniest change in its shape or position. Thus he completely loses the distinction between significant and insignificant change. Another problem is that Latour wants translations without originals: he doesn't really think there are mind-independent scientific objects, only scientific objects that emerge at the end of a long negotiation process between humans and their lab equipment. That's why scientists don't like him, and as a realist I must admit they have a point. But since I can't accept a correspondence theory of truth (given my view that objects are withheld from any relation) and can't accept a coherence theory of truth (which isn't realist enough, and is also too holistic in flavor), translation is a good alternative model. There is no one right way to translate Shakespeare into German, but there are better and worse translations that a connoisseur can distinguish from each other.


DeLanda:    I can sympathize with your position here, since translation can be seen as one kind of transformation, and the concept of invariants under transformations is the key to my theory of perception. It seems to me that what you object to in Latour's position is precisely the disregard for what translations leave unchanged: the wobbling of the bubble (viewed as a transformation) leaves some properties (the connectivity of the molecules in the soap film) unchanged. But translation is only one among many different types of transformation, one that applies to what would seem to be forms without matter: linguistic symbols. (I already argued that we can give a neo-materialist account of language in which both syntax and semantics can be shown to emerge from a material substratum, but let's leave that aside for the moment.)

I have several problems with thinking of all signs as forms without matter. In the semiotics of Peirce (1998), in addition to symbols standing for what they represent via a convention, and icons (e.g., drawings, diagrams) standing for what they represent by similarity, there are indices or traces, signs that indicate what they stand for by having a causal relation to it. The classic example is the relation between fire and smoke (the presence of smoke indicates that of fire) but they also include fingerprints and footprints, tree rings, symptoms of disease, facial expressions, and, I would argue, most of the information that reaches our senses from the world. I would have no problem with the term “translation” if it denoted transformations applying not only to symbols (paraphrasing) and icons (perspective projection), but to indices and traces as well. But if that is the case, then the term “transformation,” which has no linguistic connotations, would probably be more appropriate.

But even if we stick to symbols (which may seem immaterial due to their arbitrariness) the concept of “translation between forms” seems inadequate. As I already argued, to establish the truth of a statement, non-semantic transformations must be performed: fixing the referent of the statement may involve causal interventions, such as pouring acid on a yellow metal to see whether it is the referent of the term “gold.” The properties ascribed to this referent by the predicate of a statement (e.g., “this piece of gold weighs 5 kilos”) also demand non-semantic interventions using measurement devices (which, in the case of weight, perform their own translations of physical relations between mass and gravity into relations between numbers). So there is no need to view correspondence as involving a specific transformation, like mirror reflection, together with the assumption that such a reflection can capture what the object really is. Descriptive statements (at least, property-ascribing ones) don't have to capture everything that the described object is, but only be able to successfully pick a referent and successfully attribute a particular property to it.


Harman:    The word “transformation” would work for me as well, though I think “translation” is a vivid term. I'm not especially worried about anyone mistaking it for a linguistic model, as long as I'm always clear from the start that it includes causal relations, as you suggest. But I'm delighted by what you said a few minutes ago about mathematization as a form of idealization. You also seem willing to agree that transformation is involved in any sort of knowledge, and even in any sort of causation. This raises the following question: if knowledge for you means discovering what is invariant under transformation, do you think we have some sort of direct cognitive access to these invariants once we discover them, or is our relation to them also a transformation of some sort? If you think our access to the invariants is direct, then this is reminiscent of Husserl with his categorial intuition.


DeLanda:    No, I do not believe that we have privileged access to invariants, in the way in which Husserl's eidetic intuition gives us direct knowledge of vague and exact essences. First of all, people do not have propositional knowledge of invariants. They could not, for example, report on what invariants are structuring their current perceptual field. So let me explain this better. The concept of perceptual invariants demands an embodied and spatially situated observer. This conception was, of course, introduced by Merleau-Ponty (2002) and, according to him, also by Heidegger. Unlike the ideal observer who appears in many philosophical texts (the professor sitting at his desk looking out the window of his university office), Merleau-Ponty's is one who actively explores the world, moving around to get a fuller view and disambiguate some percepts. Now, such observers can be conceived as performing transformations on objects: when observers move around an object, for example, they perform the transformation rotation; when they get closer or further away from an object, they perform the transformation scaling, and so on. These transformations change some of the perceived properties of objects but leave others unchanged; thus, moving away from an object changes its apparent size, it appears smaller, but does not change the proportions that the parts of the object bear to one another. It is these unchanged properties that our brain (at a sub-personal, non-propositional level) extracts from perceived objects and then utilizes as part of its processing. The end result, after many levels of emergence, is that when we see someone walking away from us, we do not perceive that person as shrinking (even though their image is getting smaller in our field of view) but as increasing his or her distance from us.

Let me give another example. Above, I mentioned descriptive statements in which properties are attributed to an object. The question of which properties remain invariant under the transformations imposed by our embodied, exploring bodies (e.g., proportions but not size in the case of scaling) is relevant for this kind of statements. But Husserl's categorial intuition is about another type of descriptive statement, a statement like “This animal is a zebra.” In this case we are not attributing properties but class membership. How do invariants work in this case? The best source of insight here comes from simulations of idealized brain circuits, the so-called “neural nets.” Neural nets must be trained to recognize an object as a member of a kind, by exposing it to representations of many different but kindred objects. What the neural net does is to extract a rough prototype from the statistical regularities in the population of object representations. This prototype does not constitute an essence (e.g., a natural kind) but a rough composite of those properties that remain statistically invariant in the training set: horse-like shape, black-and-white camouflage, a characteristic gait, herd behavior. If we extrapolate this finding to a real predator, we can imagine that the predator is exposed during its lifetime to a segment of the population of actual zebras. (In this case, the training involves presentations not representations.) Its brain circuitry should be able to extract a rough prototype from the sample, a prototype that allows it to recognize zebras in all their variation, without possessing the concept of zebrahood.


Harman:    The point about the neural net and the prototype is fascinating. One thing that I wonder about, however, is why the prototype should be identified with a bundle of specific qualities, or, as you suggestively put it, “a composite of those properties that remain statistically invariant in the training set.” While Russell viewed names as definite descriptions that equal a sum total of qualities (à la Hume), and Kripke viewed them as rigid designators that keep pointing at the same thing even if we are wrong about any or even all of their qualities, your position reminds me of John Searle's so-called “cluster theory” (Searle 1958). According to this theory, the name need not signify all the qualities of a zebra, but only a number of crucial ones. The problem is, I can't see what those crucial properties would be. I think we'd all be prepared to recognize a three-legged zebra, or a zebra with degenerate stripe patterns or with no stripes at all, as long as it had a “general zebra air” about it. Zoologists might need to draw up criteria for what counts as a zebra and what does not, but normally we non-zoological citizens don't do that. So when you speak of the neural net as needing a prototype made up of invariant properties rather than a concept of zebrahood, I don't think that's an exhaustive list of possibilities. I think we have a vague, general sense of what an object is, but one that cannot be spelled out either as an adequate concept or as a bundle of invariant qualities.


DeLanda:    Two points. When I speak of a “rough prototype” based on statistical invariants (very different from the geometric ones discussed above), it is precisely to capture the idea of a “general zebra air,” and to make sure we do not confuse this rough prototype with a set of necessary and sufficient conditions to belong to a (sharply defined) category. Second, the extracted prototypes created by neural nets are quite robust when operating with partial inputs, like a three-legged zebra. The same act of recognition can be performed without detecting all the properties that were present during the training period. In fact, like Proust's madeleine, a single property can elicit a reconstruction of all the rest (Proust 2003). Hence, unlike Searle's idea of a cluster of crucial properties, in which the source of a criterion of “cruciality” is left undefined, what turns out to be crucial (or significant, important) here is a contingent fact about the actual population of zebras that was actually sampled by the predator. If by chance that sample included mostly zebras with very little camouflage, then the prototype would be biased in that direction, and may be useless to recognize zebras from another population with much denser camouflage. Without this qualification, what would stop a prototype from being an essence?

Let me make a more general point about transformations and invariants. The concept was introduced into cognitive science by James Gibson (1983), famous for his ecological account of animal perception. In this account, invariants provide us with local information only: rotating an object in our hand as we explore it changes its orientation but leaves location unchanged, while displacing it leaves its orientation invariant but changes its location. Transformed objects leave these invariant patterns in ambient light (to stick to vision) which are then translated into other patterns (optic flow) once they reach the retina, and these dynamic retinal patterns have their own invariances. Thus, temporal patterns in the optic flow are a translation of the lost third dimension of the object, so the latter can be recovered from the former. The optic flow at the retina, in turn, is transformed several times in the brain before it becomes subjective experience, each transformation extracting its own local invariants useful for specific local tasks. Thus, relatively early on in the processing of visual input, information useful to determine the identity of an object is processed separately from that useful to determine its location. (The stream get's divided into What and Where components.) A whole chain of transformations occurs between object and subject, and the final product (phenomenal experience) is itself a transformation. Nevertheless, and although this meshes well with what you were saying, what we have at all points in this chain of transformations is patterned matter-energy (starting with Gibson's structured light), not disembodied forms.


Harman:    But I'm even more interested in something else: if you think (as I do) that our access to the invariants is indirect and attained only as some sort of transformation, then what reason is there to be suspicious of things-in-themselves?


DeLanda:    OK, let's backtrack a little. As you observed above, things-in-themselves = mind-independent objects + conditions of knowability. I objected that (in its traditional idealist interpretation) this lumps together ontology and epistemology, but you replied that in a realist interpretation this need not refer to conditions of knowability by humans. If we allow that mind-independent things can causally interact with one another, then the limitation on knowability boils down to this: mind-independent things need not have full “knowledge” of one another to be able to interact. Predators can interact with zebras (recognize them, stalk them, attack them) without having any idea of what zebras “really are.” And I accepted this as implying only that knowledge has limits, and that the notion of absolute knowledge and the concomitant concept of final truth are incoherent. So to the extent that I still have any objection, it would be similar to that about observability: at least in the human case, it is useless to try to establish, in general and once and for all, what the limits of knowledge are, since new instrumentation, techniques of intervention, and new cognitive tools all change these limits and they do so differently for different realms of reality.


Harman:    I agree that we cannot say once and for all what the limitations of knowledge are. Object-oriented philosophy does accept the finitude argued for by Kant, but there is no aspiration on my part to draw up a permanent table of categories, whether drawn from the structures of syllogisms or from anything else. And certainly it's true that the march of discovery constantly makes new things knowable. But this fact is less important for me because those things were simply unknown before, not withdrawn or withheld in the object-oriented sense. Consider the now accepted theory of continental drift, ridiculed well into the twentieth century. Continental drift was not “noumenal” before Alfred Wegener proposed the theory in 1912. Or rather, it was no more noumenal pre-1912 than it is today. The distance of the thing-in-itself does not increase or decrease over time; it is not synonymous with mystery, but is there even in situations devoid of any evident mystery. As I argued earlier, the Ding an sich cannot be rejected without idealistically denying the difference between things and our models of them.


DeLanda:    OK, but let me ask you this. Is the unknowable part of objects (that which withdraws) their singular essence?


Harman:    Yes, that's right.


DeLanda:    Well, then, what we have here is a point of divergence in our epistemological positions derived from an ontological one. Your singular essences have very different cognitive consequences from those of general essences. As I already argued, one reason to postulate general essences (capturing the necessary properties of a class of objects) is that this ontological thesis can be used to justify an epistemological one: if the properties are necessary, then we can have access to them a priori. Singular essences do not lead to that conclusion, hence my considering them mostly harmless. On the other hand, they are performing a cognitive function in your work: to ensure that there is something that always escapes knowability, with the proviso that the term “knowability” refers not just to humans, but to all interacting objects.

Now, because I do not account for the enduring identity of objects using singular essences, I do not have to postulate any fundamental withdrawal. I mentioned above how I can accommodate your insight in terms of objects only “sensing” the outer surfaces of other objects. Hence I gravitate toward other explanations for why there is no such thing as absolute knowledge. The first is the existence of novelty in the world, both at the level of molecular and biological evolution as well as technological and scientific innovation. Chemists synthesize so many new substances every year that they will never finish studying them all, much less find out what happens when they enter into chemical reactions with each other. It is the open-ended nature of the world, not so much a fundamental withdrawal, that makes dreams of a final truth vanish.


Harman:    But if novelty is the only constraint we recognize on absolute knowledge, then we place all surprise in the future. What about in the present? Do you think then that we can have absolute knowledge of present realities, or is it only unpredictable future realities that would prevent our attaining the absolute?


DeLanda:    Well, no, because there are other constraints. In addition to the future, there is also the past. One reason you disagreed with me that the circumstances surrounding the birth of an object are part of what define its current identity is that in many cases they do not leave traces that last till the present. And I granted that: what traces the past history of an object has left in its present state is something to be determined case by case, but we both agree that many of those traces are lost. Since we cannot recover this information, that is another aspect of an object that is beyond our knowledge. Then there are all the thresholds that psychophysics has carefully documented: we only see a portion of the electromagnetic spectrum, other portions being invisible without special instrumentation; and we only hear a portion of all sounds, some being too low or too high for our detectors. Then there are questions of spatial and temporal scale: we are much better at acquiring knowledge of things at our own spatial scale, or of events taking place at our own temporal scale, than about very small things (atoms) or very large ones (galaxies). And similarly for extremely slow or fast events. We literally cannot perceive a bullet striking an object (too fast) or a flower blooming (too slow) unless we use stop-motion or slow-motion film to speed them up or slow them down. (These photographic techniques act as veritable microscopes and telescopes in time.)

Finally, there is the question of significance: it may be impossible to describe every detail of an object's current identity, but of all those unknowable details, which ones make a real difference to our knowledge of it? Is ignorance of trivial details something that matters, as far as our cognitive grasp of the object is concerned? So you are correct to say that if what connects us to the world is a chain of transformations, each link preserving invariances in its own way, then we never get information about an object that exhausts its singular nature. But I see no point in considering that remainder as something epistemologically ineffable – that is, noumena as metaphysically unknowable.


Harman:    I don't think the remainder is ineffable. It's just not “effable” in terms of discursive propositional statements about qualities, because to think this could be done would be to think that an object can be paraphrased in terms of its qualities. This is why I have a high regard for the cognitive prowess of metaphor, even though a metaphor doesn't give us knowledge in the discursive sense. It has been known for a long time by literary theorists (Brooks 1947) and philosophers (Ortega y Gasset 1975; Black 1962) that metaphors cannot be paraphrased in literal terms.


DeLanda:    OK, but many other forms of knowledge, not just metaphors, escape expression in propositional terms. Here we should introduce a distinction by Gilbert Ryle, that between “knowing that …” (in which the blank is filled by a descriptive statement) and “knowing how …” (in which the blank is filled by an infinitive verb), as in knowing how to ride a bicycle or knowing how to swim. The main difference between the two is not that one is explicit and the other implicit, but that one is transmitted by books and lectures while the other is taught by example and learned by doing or practicing. Also, while it is possible to ascribe the former to a disembodied observer (a brain in a vat) it is not possible to ascribe the latter to it since it involves the exercise of bodily skills. Now, to return to the main point, most people would not be able to articulate in propositional form just how it is that they can swim or that they can ride a bicycle.


Harman:    I'd like to hear your thoughts about the status of epistemology compared with the other branches of philosophy. But first, I should say that I have a more negative view of that word than anyone else I know. Usually, people who seem guilty of conflating ontology with epistemology are the ones we both see as covert idealists: empiricists or positivists, for instance. But personally, I feel inclined to “conflate” them for the exact opposite reason. It seems to me that talk of epistemology assumes a taxonomical distinction between human and non-human entities that I'm not willing to accept. Stated differently, epistemology always strikes me as the wrong sort of dualist ontology. Saying, as some people do, that we cannot speak about the world without first questioning our ability to know that world makes the A7 assumption that the human–world relationship is philosophically special in comparison with all other relationships. Someone might justify A7 by saying that we have access to the contents of our minds in a way that we do not have access to anything else. I don't agree. Whether I think about my most hidden thoughts or about the atmospheric conditions prevailing on distant worlds, both are approximate models rather than a kind of direct access. To put it a bit harshly, appeal to epistemology is often simply an appeal to a bad ontology.


DeLanda:    I agree that the term “epistemology” is inadequate, but for different reasons. In my own work I tend to avoid the term “epistemic” and use instead the term “cognitive” because the former is ultimately about truth, whereas the latter can accommodate all kinds of rightness of fit. We certainly need a theory of truth for single statements (since we have been using them in this conversation and it would be self-referentially incoherent to deny they exist), but we have done several other things: we have posed problems, postulated explanations, delineated taxonomies, and so on. The only common element to all these cognitive tools is the concept of significance: descriptions must pick salient features; explanations must pick factors that make a difference; classifications must reveal important or relevant shared characteristics. Invariants under transformations do in fact select what is significant, but they are not the only way of doing this: well-posed problems, adequate explanations, suggestive simulations, and even insightful metaphors all perform a segregation of the trivial from the non-trivial.

Now to extend this to non-human agents. Animals do not possess propositional knowledge (since they do not possess language), but they certainly possess skills (or know-how) since they can learn how to hunt, how to avoid being hunted, and so on. If we include know-how as part of the referent of the term “cognitive,” this would allow us to include the relations animal–animal and animal–plant (e.g., bees and flowers.) Finally, we may extend the notion of “rightness of fit” to object–object interactions mediated by indices, such as the relation between a metallic catalyst and a catalyzed chemical reaction. Biologists, for example, do not shy away from talking about “molecular recognition” when discussing how a catalytic enzyme finds its target.


Harman:    I love your willingness to treat object–object relations under the rubric of “fit.” Not many people are willing to go that far these days. For example, many analytic philosophers have become excited about Heidegger through Hubert Dreyfus's (1990) interpretation, which is one of the first carried out in a terminology they can understand. But what disappoints me about Dreyfus is his notion that there is some sort of grand cosmic opposition between practical “coping,” on the one hand, and explicit perceptual/theoretical comportment, on the other. There are so many kinds of “fit,” to use your terminology, and the vast majority of them have nothing to do with human coping, human perception, or human theory. So I'm all in favor of your still unnamed theory of fitting, though I doubt people will readily accept the term “cognitive” for it (even if I would), since everyone seems to be on permanent guard to smash anything that sounds remotely like panpsychism.


DeLanda:    At the end of the previous section I said that one point of divergence between us (singular essences vs. mechanisms of emergence) is relatively harmless, because I can always paraphrase the phrase “singular essence” as “whatever it is that maintains an object identity” and use my own account to spell out the paraphrased version. A similar point applies now to the other role of singular essences as “withdrawn objects.” I can always paraphrase this to mean “whatever it is that prevents us from gaining perfect knowledge of the object,” then use the possibility of future novelty, the imperfect record of past traces, the spatial and temporal scale-dependence of the world's presentations, and so on, to spell it out.


Harman:    I'm glad you don't think there are many cognitive consequences for the theory of withdrawn objects, because most of my critics think all hell breaks loose on this very point. They think I'll be left with some sort of Kitsch late Heidegger position where the only model of truth is that of poets hinting at the withdrawal of Being (Brassier 2011). But I think this criticism relies on a false opposition between explicit discursive knowledge of a thing's properties on one side and sheer ignorance on the other. Most of our cognitive life falls in between those two: whether it be the use of suggestive metaphors to open up new fields of inquiry, the powerful effect in language of insinuation and innuendo, or the vague sense we have of the human characters around us above and beyond the total roster of actions we have seen each person perform over the years. Existentialism shows its anti-essentialist dogma in saying that we are nothing but our actions: we constantly recompense people differently for the same actions, and this is not just a matter of hypocrisy. So, I'm not just introducing objects as bare particulars or substrata for more palpable qualities; instead, I'm saying that the object renders all lists of qualities insufficient.


DeLanda:    Not only that, but also when you reduce objects to a list of properties, and then you reify that list, the result is a general essence.


Harman:    Which is precisely why I claim to avoid general essences in the sense you dislike: I do not accept the idea that an object is a list of properties.


DeLanda:    But let me return to questions about perception and understanding. I outlined above that I believe that a long chain of invariants in structured light, then in optical flow to the retina, and then in many parallel brain states, ends up giving us a field of experience that is meaningful, that is, a field in which, for example, what is significant (the figure) is separated from what is insignificant (the background). But I have not said anything about the content of this field: objects as lived by an embodied subject. I argued that the invariants extracted from structured light (to stick to vision) are used at a sub-personal level, playing an important role in the eventual generation of lived objects. But we also need a description of the content of experience, as well as explanations of the interactions among elements in this content. In your ontology, the concept of sensual object does most of this descriptive and explanatory work. You make a distinction between essence and eidos, the former being the singular essences that we have been considering, the latter being the vague essences that Husserl postulates are extracted from myriad adumbrations in experience. You mentioned that your sensual objects are modeled (or inspired by) eidos. Can you elaborate on this point?


Harman:    Object-oriented philosophy speaks first of the real and the sensual, and some critics have complained that this does not seem especially new, given that the history of philosophy is already awash in two-world theories: Plato, Kant. Even this claim isn't quite right, since the real and sensual for me aren't two different worlds, but two different animals populating the same world. But the point you ask about is more important at the moment: the distinction between objects and their qualities, which crosses the one between real and sensual. Leibnz had already discussed the tension between the unity and the qualitative plurality of things. In the Monadology, after insisting that all monads must be equally unitary, he also notes the obvious fact that each also must have a plurality of traits, since otherwise all monads would be alike (Leibniz 1989). He was wrong to make all those traits relational mirrorings of other things, but that's another story.

But the really astonishing insight came from Husserl, and this is missed by scholars for reasons I'll explain shortly. Brentano revived the concept of intentionality (which has Islamic origins in Avicenna), and spoke a great deal about intentional objects. Some analytic philosophers use this term to mean objects outside the mind at which we are pointing with our sensing and speaking. But Brentano is very clear that he's speaking of immanent objectivity: objects that exist inside the mind, and whose relation to possible objects outside the mind he never sufficiently clarified. This was left as an unsolved problem for his many disciples, and they took up the question with gusto. Brentano's student Kazimierz Twardowski (a national hero in Poland) struck first with a marvelous little book in the 1890s, On the Content and Object of Presentations (Twardowski 1977). This book insisted on a doubling between an object outside the mind and a content inside the mind. In other words, there are no objects in conscious life, just content – just bundles of qualities, in the empiricist way. Husserl did not like this doubling, because he said if there were two Berlins (a Berlin-object outside and Berlin-content inside the mind) then it would be impossible for knowledge to leap the gap to the outside, and for Husserl the trained mathematician this was horrifying (Husserl 1993). His solution was a radical idealism in which it is ridiculous to imagine realities that might not at least in principle be objects of consciousness (his target here is Kant's Ding an sich).

You and I both dislike idealisms, of course. But Husserl's idealist mistake is precisely what turned him into a great philosopher; without any outside world to relate to the phenomenal sphere, Husserl was left to discover all the hidden textures of the phenomenal without reference to any outside. Of his resulting discoveries, the most important was surely the tension between intentional objects and their various adumbrations. He asserts against Brentano that consciousness is not made up of experienced contents, but of object-giving acts. In other words, consciousness is not about bundles of qualities at all (as the empiricists claimed). Instead, it's about intentional objects, which can appear with countless different variations of accidental qualities, or adumbrations as they are called. In order to see this tension, we need to recognize Husserl's idealism and see how much life he breathes into the phenomenal sphere nonetheless. But since so many Husserlians are eager to deny his idealism and to say that we are always already outside ourselves in intending objects, they never cash in on the glories of Husserl's inevitably restricted idealist ontology. Hence, they completely miss what is new about Husserlian philosophy, though Gestalt psychologists did mention how to get there: the object–quality tension within experience itself.


DeLanda:    Interesting. Some thinkers who use the approach I was outlining above (in which appearances correspond to adumbrations, while invariants extracted from appearances as the subject explores his surroundings give you the intentional object) also mention the Gestalt psychologists as precursors.


Harman:    Gestalt psychology no longer has as big a following as it once did, but it may be due for a resurgence. There are some really sophisticated philosophical insights in their writings, though only recently did I start to give them a serious reading (Wertheimer 1938; Koffka 1955; Köhler 1970).

At any rate, the interesting thing about intentional objects is that they turn out to have two kinds of qualities. On the one hand, they have all those swirling accidents that belong to adumbrations, and which the good phenomenologist gradually subtracts to reach the eidos of any given phenomenon. But on the other, they have real qualities that cannot be subtracted from the phenomenon without it becoming a different phenomenon altogether. Husserl's phenomenology is all about trying to find these necessary qualities of the phenomenon. He thinks we can find them, too, though only with the intellect and never with the senses. My only difference with him here, though it's a big one, is that I don't think the difference between the intellect and the senses is very significant. Both of these faculties are relational, and neither can fully grasp the essence of phenomena.

What Husserl does is establish a tension between sensual objects and their sensual qualities by showing that any object of our experience is invariant despite constant shifts in the qualities they display at any given moment. Just from doing that, it is clear that bundles of qualities come second and objects come first. Here it doesn't really matter that we are sometimes wrong, since we are talking about sensual objects rather than real ones. If I'm hallucinating a dragon, then there is a dragon as a sensual object, and that dragon is invariant to the different dragon-adumbrations that I experience at different moments. Any question of truth or error pertains only to whether or not there is something like a real dragon, and that's not a question for phenomenology, which brackets it. These days, we have in continental philosophy some rather vociferous anti-Husserlians who are inspired largely by analytic neurophilosophers, such as Thomas Metzinger (2003), and many of these authors openly deny that Husserl's immanent objects (my sensual objects) are there at all. But their arguments are weak. They will say things like: “Why should we trust Husserl's introspective certainty that I am seeing the same hallucinated dragon even when I see different sides of it? Introspection is not reliable. What we should really do is hook up instruments to the brain to make sure the same neural activation patterns are there throughout the hallucination. Only this can prove that the dragon is the same one the whole time.”

But this requires a naive faith in empirical scientific practice as able to trump all philosophical clarification. Why should a neuroscientist's attempt to distinguish the resemblance and difference between various brain patterns be trusted more than introspective recollection about when the experience of the dragon started and finished? Why should we trust the scientist's ability to remember which sheets of data correlate with which experiences any more than the phenomenologist's ability to make proper distinctions among experiences? This is just scientism for scientism's sake.


DeLanda:    I agree that, given our present state of knowledge about the relation between brain processes and mental processes, it is absurd to believe any reductionist statement made by neuroscientists. We can dismiss these, in the same way that we can dismiss a quantum physicist who says that our bodies are just a “cloud of subatomic particles.” The concept of emergence is being used increasingly often to block this move, but there is a lot of work to be done to make the case airtight, particularly on the issue of downward causality: some philosophers may grant that conscious experience is not reducible to neural activity and yet hesitate to say that the latter can be causally influenced by the former. So I agree with the case of hallucinations as an example of a tension between a sensual object and the assumed existence of its real counterpart. On the other hand, we can imagine that biological evolution had to deal with this tension a long time ago, since in order for an animal's brain to generate adaptive behavior it could not take appearances as real, at least not in the brains of large predators. Simpler animals, like frogs, do react directly to appearances: a shadow moving into the frog's field of view, or an unidentified stimulus that appears to grow larger in that field will cause the frog to respond to it as a source of danger. In this case, the appearances are taken to be signs (indices) indicating the presence of risk, but without extracting an invariant object to be identified. Large predators, on the other hand, would not be able to hunt successfully if they saw, say, a bunch of black-and-white stripes bundled with a horse-like shape and a gait with an unfamiliar rhythm, instead of extracting from those changing adumbrations the object “injured zebra,” an object presenting a desirable target throughout the duration of the hunt. But in this case, it is specialized circuitry in the brain that extracts invariants and then synthesizes a sensual object from the ever-changing ways in which it is presented to the animal, not the intellect.

Let me make one more point about animal perception here. Intentionality, the “aboutness” of something, can be ascribed to signs (e.g., symbols, icons, and indices), to acts of the mind, or to actual behavior. In the case of simple animals, it seems to me, the latter ascription is the most relevant; hunger, thirst, sexual arousal: all are forms of behavior oriented toward a sensual object (perceived food, water, sexual partner) but which cannot possibly be satisfied unless the sensual object leads to the real object. Larger predatory animals, those that can track their prey using indices (footprints, odors, etc.), are different in that their intentionality is less directly linked to actual behavior and points to some future state (capture of the prey.) But again, unless the signs to which the predator is oriented do in fact indicate the presence of the prey, the resulting behavior would not be adaptive and would probably be weeded out. Clearly, natural selection has played a crucial role in forcing a rightness of fit between sensual and real objects (across many generations) and in developing attentional mechanisms that allow that fit to be fine-tuned by the animal itself (within a generation.)


Harman:    I agree that natural selection probably had a lot to do with increasing the ability of various animals, including the genus homo, to distinguish between objects and adumbrations. But this is a causal-genetic explanation, and, like all such explanations, (a) it needs a good prior clarification of what exactly it is explaining and (b) it has a hard time accounting for the starting point of the process. In other words, what was the original germ of object/quality separation that evolution went to work on in order to improve and refine it?


DeLanda:    The answer to (a) is that what needs explanation is the following evolutionary series: detection of isolated qualities and attribution of significance to them; detection of bundles of co-occurring qualities in which what is significant is the grouping itself; conversion of bundles of qualities into sensual objects by extraction of invariants. As far as (b) is concerned, we can agree with the naturalized Husserlians I mentioned in the previous section (Varela, Thompson) that the closure and autonomy provided by the bacterial membrane is the original germ. By creating an internal space that is separated from the outside, and by becoming studded with a variety of molecular receptors that are oriented toward indices from the outside (e.g., differences in the concentration of nutrients that indicate that food can be found in a particular direction), the membrane becomes the locus of selection processes to increase the indices that can be detected and, with the advent of predatory amoebas, to generate new kinds of intentional behavior that can be performed on the basis of those indices (e.g., folding itself to surround and engulf bacteria.) With the advent of simple nervous systems (with as few as seven or eight neurons, as in a Hydra) a new way to ascribe significance to qualities emerges: habituation. The Hydra will respond energetically when a novel quality is detected (e.g., when a human finger touches it), but it will get used to each new presentation, responding less and less strongly until it ignores the quality, that is, until the latter becomes insignificant to it. Further complexity in neural circuitry, say at the level of insects, allows for new forms of intentionality, such as the capacity to associate co-occurring qualities with certain reflexive behaviors, as it occurs during classical conditioning. Bees, for example, react to the detection of sugary substances with their antennae by sticking out their “tongue” and licking them. But if a bright color or a strong smell is presented simultaneously several times, they will eventually perform licking behavior as a response to these other qualities (just as Pavlov's dog). Now, in this case we are still at the level of bundles of qualities, but in their natural environment these bundles make sense: bees associate the presence of nectar with expanses of color, floral aromas, and even petal-like symmetries in objects. They clearly do not experience the object flower as such, but because all the associated qualities do in fact belong to flowers, the grouping of qualities they perform starts pointing toward an enduring object.

Now, all this is clearly not enough to arrive at human intentionality, but humans do share these more primitive forms. We move from a warm to a cold place and get used to it after a few months; that is, we stop noticing the change as we habituate to it. And we can also be classically conditioned to associate new qualities with reflexes, although this kind of association may play only a secondary role when compared to other forms, like the instrumental conditioning through which we acquire our habits. The eventual emergence of full-fledged intentional mental acts was made possible by the slow accumulation of these humbler forms which have left “living fossils” in our current behavior. The extraction of invariants that yields a full-fledged sensual object needs this more primitive machinery working in the background.

One more point. This line of argument uses the concept of intentionality as applied to behavior. But we also need to account for intentional mental acts. To a materialist, the most promising concept in this regard is the concept of attention. What an animal pays attention to is what is significant to it, and by paying attention to something an animal's mind selects what is important to its present or future behavior. Attention has the advantage that it is an intentional concept but one that has an energetic component; attention is a form of mental labor in the sense that we can be fatigued after we have been focused on something for too long.

Let me move on to ask you another question about the synthesis of sensual objects. When subjects are contemplating a scene (say, standing before a natural scene with trees, rocks, and so on), they are presented with the forward-facing surfaces of the objects in front. These partial views (adumbrations) do not exhaust the sensual object, since the latter includes also the not currently visible, backward-facing surfaces. Our lived experience of those tress and rocks is not of free-floating concave or convex surfaces (such that if we walked around them we would see that they are hollow), but of solid, closed objects, in which the outer surface is fully connected. Now, as I understand it, this sensual object going beyond what is given is constructed mentally from many adumbrations. A contemporary follower of Merleau-Ponty, Alva Noë, has suggested that the way this synthesis proceeds is via the knowledge of our bodies' dispositions (Noë 2004). Or, more exactly, we come to know from experience (in a non-propositional way) the manner in which the exploratory movements of our bodies change the appearance of objects (scales them up or down as we move closer or further away, for example.) Over time we acquire know-how about the contingent dependencies between our bodies' movements and the effect that changing our point of view has on what inhabits our visual field. Noë's thesis is that this non-propositional knowledge enters into the synthesis of sensual objects, defining their virtual component (i.e., what we would see if we moved behind the objects) every bit as much as actually experienced adumbrations. Naturalized Husserlians also place a great deal of importance on the interplay between sensory and motor skills, as do the followers of Heidegger whom you mentioned (Dreyfus) with their emphasis on the skills needed to cope. Merleau-Ponty (and the embodied, skillful observer) does not seem to figure in the OOO pantheon as much as other phenomenologists, why?


Harman:    There are certainly cases of the sort that Noë describes, but also cases where the opposite happens: that is to say, where the mind corrects for the body's “mistakes.” For example, it is rare that our heads are perfectly aligned so as to see objects as vertically positioned, and thus intentionality corrects the given on the basis of a sort of perceptual imperative (Lingis 1998). But more generally, I have no problem with saying that bodily skills affect our perception of reality. Birds no doubt have a stronger sense of what something would look like from above than we do.

However, I remain somewhat suspicious of the vogue for Merleau-Ponty among philosophers of mind, for two related reasons. The first is that Merleau-Ponty isn't a realist, despite his reputation for treating the non-human world seriously. Take his concept of the flesh, which has long been seen as a futuristic advance in philosophy, insofar as it entails that the world looks at me just as I look at it (Merleau-Ponty 1968). But note that this still retains the usual implausible modern rift, in which humans make up a full half of the cosmos and “the world” makes up the other half – and that's a lot to stuff into a single half of ontology! The act of intertwining humans and the world does not mean that Merleau-Ponty escapes the limitations of the modern twofold taxonomy of beings.

That leads me to the second reason that makes me suspicious of Merleau-Ponty's supposed ontological novelty. Namely, whenever philosophy shifts to discussions of “the body,” it often feels like little more than an alibi for not having much to say about non-human entities more generally. Philosophers as a group have more or less decided that natural science can keep its monopoly on the non-human, and hence the most we are willing to grant ourselves is a considerably less ambitious focus on our own body and its competencies.


DeLanda:    I agree, of course, that Merleau-Ponty is not a realist, but he is not a full-fledged idealist either: he claims, for example, that there is more in the world than what consciousness has put into it, clearly a partial rejection of Kant. Moreover, in his philosophy of nature he came close to stating many of the positions that I defend. He refers to organisms, for example, as “singular points in biological space–time” (Merleau-Ponty 2003: 207). I also agree that he retains the asymmetry between the human and the non-human, perhaps because he uses relations of interiority to link the subject and his lived world (as well as between sensual objects among themselves), so that the field of lived experience becomes radically cut off from the objective world. Nevertheless, his emphasis on embodied and situated observers is refreshing to a materialist like myself. I also see your point about the role that the concept of the body tends to play in non-realist ontologies: a kind of token material object, invited to the ontology just to include at least one member of a minority. But the concept has undergone a tremendous change in the past twenty or so years, and it provides the necessary interface with both the brain and the world.

Our interface with the brain, because the same areas that become active when an intentional movement is produced, also become active when the movement is just being considered as a possibility, as well as when the movement is observed in others. This would explain, for example, the kind of emotional engagement people have with sports and action movies: simply observing athletes or characters go through certain outwardly oriented movements (kick the ball, reach for the gun) activates brain areas that, in a sense, simulate those same movements in our minds (Bergen 2012). There are even some specialized neurons in Macaque monkeys that fire when the monkey reaches for an object or observes other monkeys reaching for them. (These are the so-called “mirror neurons”.)


Harman:    Merleau-Ponty has been red hot for many years for precisely the reasons you give: he provides important new tools for the philosophy of mind, which has been perhaps the most booming subfield in philosophy for the past two decades. On top of that, he occasionally writes some of the most vivid sentences to be found anywhere in the history of philosophy, and that's not a small thing for me, given the important role of aesthetics for OOO. But at the risk of offending Merleau-Ponty's numerous fans, I have to say that his reputation as a “futuristic” philosopher, capable of guiding us to the next phase of philosophy once we have all caught up with his trailblazing insights, is undeserved.

I wrote about this in my second book, Guerrilla Metaphysics (2005: 45–58), but will briefly repeat the main point here. The problem is that as an ontologist, Merleau-Ponty often gives us little more than Husserl already does, and in some ways even regresses behind Husserl in a way that Heidegger was too sharp to do. Here's an example of the Husserlian side of Merleau-Ponty, from Phenomenology of Perception: “We must discover the origin of the object at the very center of our experience … [and] must understand how, paradoxically, there is for us an in-itself” (2002: 82–83). Now, there are at least two major philosophers who might be said to defend an “in-itself-for-us”: Hegel and Husserl. As I see it, Husserl and Merleau-Ponty are not one iota less idealist than Hegel, though they do seem to be so in a way that turns out to be philosophically important. That's because they both give the object itself a depth or opacity that it never has in Hegel, for whom the subject does almost all the ontological work. Husserl and Merleau-Ponty are more focused on the object, of course, but it's still an object defined entirely by who sees it or might eventually see it, and that's not realism, their other virtues notwithstanding.

It is also interesting that in the same book we find Merleau-Ponty relapsing into positions less advanced than Husserl's own. Here's an example I already cited earlier: “The house itself is not the house seen from nowhere, but the house seen from everywhere” (Merleau-Ponty 2002: 79). But the house is not a series of views! Instead, it's what makes all those views possible. And not only would realists agree with me about this: Husserl himself agrees. The house for Husserl is an intentional object, and for Husserl it is absolutely not the sum total of possible adumbrations (preceptual profiles) of the house. Proof of this can be found in the fact that adumbrations are perceptual, whereas for Husserl the eidos of an intentional object can never be sensed, and is only accessible to the intellect. But we can see from Merleau-Ponty's disagreement that he is deeply committed to a de-realization of the real. He continues as follows on the same page of Phenomenology of Perception: “The completed object is translucent, being shot through from all sides by an infinite number of present scrutinies which intersect in its depths leaving nothing hidden” (2002: 79). Please note: leaving nothing hidden. Here, Merleau-Ponty is in Whitehead territory, turning every object into an exhaustive system of relations with no surplus held in reserve. But it's even less interesting than Whitehead, because whereas Whitehead is quite explicit in allowing all entities to be perceivers, Merleau-Ponty still works fully in the modern idiom that allows for only two kinds of things in the universe: humans on one side, and everything else on the other. Sure, he tells us that they look at each other rather than simply allowing humans to do all the looking. But since he never speaks of various parts of the world looking at each other in our absence, humans will always be on the scene as 50 percent of every “look.”

I've certainly had my share of enjoyable moments reading Merleau-Ponty, but he provides a deceptive realist alibi for people who simply remain entrenched in crypto-idealist positions. That's why I'm less forgiving of his excesses than you seem to be.


DeLanda:    I would agree with what you just said. In fact the only thing that I take from him is the idea of an embodied subject, that is, a rejection of the view that a brain in a vat could possibly have the same phenomenal experiences as brains connected to a body which is embedded in the world. But I would reject, like you do, the idea that a house is the house seen from everywhere. My entire discussion of the extraction of invariants from the contingent interdependencies between the way the body moves and the effects of this motion on appearances militates against the idea that a sensual object is the sum of all points of view. Moreover, if this sum is supposed to give us the house itself, not as a sensual object but as a real one, then we are clearly far away from anything a materialist would accept.

Well, having delineated our respective positions regarding phenomenal experience, and some of the cognitive consequences of these positions at the level of individual subjects, let's move on to talk about the collective cognitive effects that such views may have. And to keep this focused, let's pick one particular collective cognitive enterprise, the one represented by science, or as I prefer to express this, the one represented by an expanding population of individual scientific fields.
Part V
Time, Space, and Science




DeLanda:    In the previous section, we discussed the synthesis of sensual objects, objects as lived by a subject, but you also mentioned that there is a tension between objects (real or sensual) and their qualities. I tackled this question as if it was simply about the tension between lived objects that do have a real counterpart, on the one hand, and very vivid hallucinations, on the other. This tension, I argued, could be solved by establishing a fit between the two kinds of objects (sensual and real), a fit that can be understood evolutionarily. But you seem to have a more elaborate conception of this tension, a conception that could have ramifications for the questions we deal with in this chapter. Can you elaborate on this point?


Harman:    The sensual object is portrayed by Husserl as in tension both with its sensual qualities (in the various adumbrations) and with its real qualities: the essential or eidetic ones that the thing needs in order to remain itself, and which can be known only by the intellect, never by the senses. But we should not forget that the real object is also in tension both with its sensual qualities (as in Heidegger's withdrawal behind presence) and its real qualities (as in Leibniz's tension between the unity and the qualitative plurality of each thing). Since for OOO the object–quality tension lies at the basis of everything, this gives us four basic tensions: SO–SQ, RO–SQ, RO–RQ, SO–RQ, which I identify respectively with time, space, essence, and eidos. So, time and space for me are not two peerless cosmic structures, but simply two of four kinds of a more primary object–quality tension. (Harman 2011)


DeLanda:    I am not sure I understand. How does the tension between the qualities of a perceived object and the perceived object itself (your SO–SQ) correspond to time? Is this real time, as measured by clocks, or subjectively experienced time?


Harman:    Here I'm speaking about the lived time of experience. What gives us the sensation of time passing is that the things around us neither stand still nor participate in some sort of rhapsodic flux in which one instant has no connection with the next. The experience of time is an experience of change within continuity. In Husserlian terms, it is the relative endurance of sensual objects amidst a constant shift of adumbrations: even if we are in a soundless room where everything stands still, our moods and trains of thought contribute to constantly shifting adumbrations. What you're calling real time as measured by a clock belongs, for me, to space, since it has to do with changes in real objects rather than just sensual experience.


DeLanda:    Translated into my terms this would be equivalent to saying that when an embodied observer explores the objects around him, the objects are constantly changing in appearance (as they are viewed from different points of view); but by extracting invariants relative to the subject's transformative movements, we can perceive the objects as keeping their identity as sensual objects. I would add, for the sensual objects to provide our brains with the right invariances, the real objects must also endure in objective time. Real objects can change more or less rapidly, more or less slowly, and these rapidities and slownesses are not determined by the observer. So let me ask you this: are you not a realist with respect to time, that is, the objective irreversible time in which series of events have a definite direction, in which living objects tend to die, and non-living ones tend to decompose or degrade?


Harman:    For me there is no mystery about “time's arrow” because this supposed mystery presupposes that time is some sort of extra-objectual force that might just as well run one way as another. One way to get out of that is thermodynamics, which I think is the way you did it in Intensive Science. But I follow a different way, which is simply to note that the assemblage of objects from other objects is asymmetrical. Chemicals brought together cannot always be disassembled into their original separateness as elements. Marriage is not generally reversible even through divorce: the divorced parties are neither legally nor emotionally the same as they were prior to the marriage. This is why time belongs for me purely to the sensual realm. Space is the network of relations and non-relations between objects. This network is unstable, and what we call time in the non-lived sense is not really time, but just a question of one unstable set of objects giving way to another.


DeLanda:    I agree that we should not get too mystified about the expression “arrow of time,” because the actual argument in science is not about some cosmic receptacle for events, but about whether the temporal order of serial arrangements of events makes a difference to their outcome or not, independently of an observer. If we think of a simple morphogenetic process as a series of discrete events, the question of the “arrow of time” is simply this: would the outcome of this process (the form generated) be the same if we reversed the series of events, so that the process starts with the last event and ends with the first? Or, to put this in more familiar terms, is the outcome invariant relative to the transformation inversion of temporal order? Thermodynamics would answer the question negatively, but most other branches of physics would assent. But regardless of controversies in science, the question here is about the temporal order (specified using extrinsic relations like before, after, in between) of events. I wonder if the problem here is that the term “object” in OOO refers to both spatial objects and temporal events, but with the emphasis on the former.


Harman:    If we consider time as belonging to the real itself, then I guess I'm not a realist about time. And I think that what you call the slowness and rapidity of events is a spatial rather than a temporal phenomenon, insofar as a chemical reaction proceeds more or less slowly due to the greater or lesser barriers that exist in the interaction between two or more reagents. The same holds for projectiles striking targets. If a bullet and an arrow are fired at the same target on Earth, the bullet will arrive first, because the bullet, being endowed with greater momentum, can plow through the spatial distance to the target more easily than the arrow can.


DeLanda:    Well, I acknowledge that time, space, and speed are intimately interconnected, but this intimacy does not in any way reduce objective time to space. A short detour through relativity theory may clarify things. Let's start with the special theory since that is the branch that deals with the relation between speed, on the one hand, and temporal and spatial relations, on the other. The temporal relation between objects that we express with the phrase “happening at the same time” can be made very concrete if we define such simultaneity as based on the ability of objects to interact causally. If causal influence could be transmitted instantaneously, then any two objects, however far away from one another, could be simultaneous. But since there is a maximum speed for causal signals (the speed of light), once their spatial separation becomes large enough the two objects cannot interact instantaneously (there is a delay) and, hence, they cannot be said to exist at the same time. In this case, temporal and spatial relations (simultaneity, proximity) are indeed intimately related by speed but neither one can be reduced to the other. Now, at the level of subjective time, this intimacy can have dramatic events: if we are in a spaceship stationed exactly between two planets, and bright explosions happen simultaneously in both planets, we would experience them as happening at the same time; but if the spaceship is moving toward one of the planets and away from the other, we will experience one flash of light before the other. Nevertheless, and this is the important point as far as the objectivity of temporal relations is concerned, it does not matter how we fly the spaceship; we will never manage to get in a situation in which we can experience the flash before it was produced. In other words, causes occur before their effects regardless of what the observer does.


Harman:    It's possible that we are tripping over what is merely a difference in terminology here. I certainly don't think that temporal sequences are reversible. I'm a realist about those sequences, but I reserve the term “time” for something else. I don't think, as Newton and Clarke did, that there is some real independent continuum called “time” that keeps on moving forward by itself. Rather, I see this meaning of time as derivative of something that is truly real: the succession of states of objects, which are irreversible. What differentiates my position from Leibniz's response to Clarke is that space for Leibniz is relational, whereas for me it's the interplay of the relational and the non-relational. All I mean when I say that real time is actually space is that there is no disembodied force called time, but simply a number of objects that interact or fail to interact with different speeds.


DeLanda:    Well, to me your argument sounds like the spatialization of time in the general theory of relativity. Here, Einstein made a maneuver that is legitimate when dealing with ideal phenomena but not when dealing with real events. Specifically, he made time into just one more spatial dimension, on a par in all respects with the three dimensions of space. This is, of course, the famous space–time continuum. I am not a realist with respect to this entity for several reasons: first, the mathematical objects used to create this ideal model (the different four-dimensional manifolds) can vary dramatically, raising the question as to which properties we are supposed to be committed to (van Fraassen 1980). And second, the concept of time used in the ideal model is the reversible time of classical physics, the one in which the temporal order of a series of events makes no difference to the outcome. Invariance with respect to time inversion is a prerequisite for the spatialization of time, so if one rejects the former (as I do) one must also reject the latter.


Harman:    Good. I've never been comfortable with the Einstein–Minkowski four-dimensional space–time model either, and was delighted when Lee Smolin (2013) started telling the reading public that he thought there was something wrong with this way of looking at time as the fourth dimension. And I am most certainly not trying to spatialize time in this sense, by joining space and time together into a single four-dimensional continuum. In fact, my model does precisely the opposite, by treating time as an SO–SQ tension and space as an RO–SQ tension.


DeLanda:    Perhaps I can make sense of your remarks by understanding the sense in which experienced space is engendered by the relation between a real object and the qualities of the corresponding sensual object. Can you expand a little on RO–SQ?


Harman:    All right. As I mentioned a short while ago, one of the classic philosophical debates about space is of course the Leibniz–Clarke (2000) correspondence, with Clarke standing in for Newton as he lurked in the shadows of that debate. As is well known, the Clarke/Newton position is that space (like time) is an empty objective container for things, while Leibniz's view is that space and time are purely relational. He has powerful arguments, too: it would make no sense to ask if the universe could have been created ten minutes earlier or a few kilometers to the west, since minutes and kilometers make sense only for things in the universe, not for the universe itself. And at least since Einstein, Leibniz's position has looked like the more sophisticated of the two.

And yet, something is still missing from Leibniz's model. Space is not just a matter of relations between things, but also of non-relations between them. Leibniz, of course, thinks that all relations are internal relations, since the monads are programmed from the moment of creation with all their present and future relations to other things. Monads have no windows, not because they have no relations, but because they are so saturated with relations from the start that windows would be superfluous. What this misses is the obvious non-relational aspect of space. We speak not just of space as an all-embracing continuum, but also of spaces in the plural. All of us and all things are in one particular space and not others. Spaces are to some extent hermetic. We can change our position in space, change our distance from other objects, but this always takes work, and sometimes it fails. But we can modify the thesis of Leibniz slightly and treat space as a site of both relation and non-relation simultaneously. I'm in the same world as Rio de Janeiro and can go there if I really want to, but there are certain visa procedures, vehicles, and hotels that must be used, and each of these minimal hurdles implies a certain danger of failure.

Ultimately, what is space if not the interplay of an object's distance and nearness from me and from all other objects? Heidegger (2012) handles this theme well, I think, though with too much of a holistic sensibility. But we now ask, what is distant from us? It can't be anything sensual, because the sensual is what we immediately experience and enjoy. Instead, it's the real object that remains distant from us, even as its sensual qualities are accessible. Sensual qualities aren't just subordinated to sensual objects like moons to a planet, because they are simultaneously orbiting a darker planet: the real object.


DeLanda:    Well, your last paragraph uses the spatial term “distant” in a metaphorical way, and I am not sure about that. So let's return to literal spaces. The part of the argument for the relational nature of space that I find interesting is the one concerned with the relations between space and objects in space. The former cannot be seen as a passive container for the latter because objects (at least very massive objects) have the capacity to affect the properties of the space around them: large stars, for example, can bend space, forcing light rays that would otherwise travel in a straight line to follow another minimal geodesic. In this case, the changes in the curvature of space correspond to the intensity of gravitational fields. We have not said anything about intensities, even as we discussed lived experience, but clearly this is something we should be realists about. Among the properties of objects, we can distinguish those that are extensive (like length, area, volume, angle) and which provide us with the basic vocabulary for spatial relations, from those that are intensive: temperature, pressure, speed, density. In terms of lived experience, we may think of the zones of high pressure explored by deep-sea divers; the zones of low gravity lived by astronauts; the zones of low temperature experienced by arctic explorers; the zones of high speed traversed by test pilots. All these have both an objective aspect (the measurable intensities) as well as a subjective one: one can feel the pressure crushing, the body free floating, the bones freezing, and the cheeks flapping. These are all examples of spaces (in the plural) of the type you just mentioned. But intensities are also crucial objectively because at very low intensities many processes, which are otherwise nonlinear and irreversible, become linear and reversible. This is why modeling ideal phenomena at the limit of low intensity is such a popular procedure in physics: an ideal gas is just a real gas at the limit of low density (so low indeed that the tiny fraction of molecules left do not interact with each other); and an ideal pendulum is like a real pendulum but oscillating by a minimum amount around its point of equilibrium (such tiny amounts that the complex relation between its period and its amplitude becomes docile and proportional). Most processes that are important in chemistry or biology manifest their true morphogenetic power only when they take place far from equilibrium, that is, when the value of intensive properties is high enough.


Harman:    The curvature of space according to General Relativity is further good evidence for a Leibnizian concept of space. But I think Leibniz's arguments would still have worked even if we had never been lucky enough to have Einstein on our planet. And again, we must be wary of drawing holistic conclusions from General Relativity, since spaces remain separate from each other and thus must be somewhat impenetrable to the others.


DeLanda:    But let me return to time. There is much more to be said about the difference between objective and subjective time, and we can use Deleuze's ideas to clarify this point. Beyond the lived experience of enduring objects, there is the synthesis of present time (the specious present that has more “thickness” than a point separating past and future), which Deleuze treats as a synthesis between an immediately preceding experience (but one that has not yet become a memory) and an immediately succeeding anticipation (but one that has not yet become the object of deliberate planning.) This synthesis of lived time should be, I think, a component of any proposal of how sensual objects are generated. Lived time, would be a kind of continuum, as successive but overlapping presents fuse into one another (Deleuze 1995).


Harman:    From your point about Deleuze on the present as synthesis, one of our differences on time becomes clear. I certainly agree with the claim that time is a continuum as found in Deleuze, Bergson, and even Aristotle's Physics, but for me that continuum does not extend down into the realm of real objects. The continuum for me is purely a matter of the sensual sphere, and there I would agree that there are not isolated quanta but a synthesis, of which Husserl has a version as well. But for me the real is entirely quantized, just like Aristotle's substances. Things do not shade into one another with varying intensities. In that sense it is not at all nonsensical to think of the real as made up of temporarily static poses, because things really aren't changing all the time: only some of the real object's relations will destroy them or lead them to form new hybrid compound things.


DeLanda:    I agree, but this does not invalidate the notion of objective time – what Deleuze (1993) refers to as Chronos. Chronos is not a continuum because it is quantized by oscillations. We measure time by counting oscillations (the number of times the clock's hands have gone around; the number of earth rotations; the number of times the earth has gone around the sun) but what makes possible our practice of measuring time is that the latter possesses a metric structure, given by objective oscillations: from the fastest atomic and subatomic ones, to the slowest cosmic ones. Yes, what oscillates in all these cases are spatial objects, but the oscillations have a period, that is, a temporal duration or extent (not in the Bergsonian sense but in the ordinary sense of the word.) Hence, just as objective space is not an inert container but affects and is affected by massive objects, so objective time is not a receptacle for events, but it is affected (given a metric) by them.


Harman:    But even if the measurement of time is performed through oscillations, the movement of oscillation is either continuous or made up of static poses, and the former seems far more defensible, for all the reasons given by Bergson and even by Aristotle in the Physics.


DeLanda:    Let me ask you a different question. When you assert that objective temporal relations (rapidities and slownesses, precedence and simultaneity) are really spatial, and that time itself exists only subjectively, does not this violate your principle R7? To recapitulate:


	R7/A7	The relation of the human subject with the world is not/is a privileged relation for philosophy.


The latter says that we should never ascribe powers to humans that we refuse to ascribe to non-human entities. So far we have been trying to stick to R7, even in cases (such as cognition) in which traditionally such an asymmetry of powers has been upheld. Now, when we make time (and temporal relations) purely subjective, and we spatialize time in the objective world, are we not creating an asymmetry much like that between a knowing subject and a known object? You know, only we humans can experience time, all other objects cannot. Only humans care about the temporal order of sequences of events (e.g., the order in which chemical reactions must take place to produce the right metabolic products), but enzymes and cells do not care. How is this not a version of A7?


Harman:    I never said time was subjective in the human sense; I said it occurred purely on the sensual level, which means the relational level. And for me the sensual/relational is not to be identified with the human. I remain completely committed to R7, even at the risk of seeming to “anthropomorphize” certain aspects of the world. Here I'm with Jane Bennett (and the polar opposite of Meillassoux) when she says that sometimes a bit of anthropomorphism is useful to counteract anthropocentrism (Bennett 2010).


DeLanda:    I see, this does not violate R7 because all objects (including atoms) interact with other objects without “fully sensing” what these other objects are (e.g., “sensing” only the outer shell of electrons not the nucleus); hence, what they do sense (the valence shell) is a kind of sensual object. Yes, I can see how this buys you some leeway here, but I wonder if the price (in terms of anthropomorphism) is not a bit too much for my taste.


Harman:    But we should not forget that the price of avoiding anthropomorphism is also quite high: namely, we turn ontology into a taxonomy in which the features that seem to be peculiar to human beings are ontologized as radically different from anything that exists anywhere else in the cosmos. In this way, the virtues of flat ontology are threatened.


DeLanda:    Let's move on to the role that our respective ontologies assign to the output of scientific fields, that is, to the cognitive content they produce. Now, you have been influenced by Latour, who is notable for having developed an anthropological method to study scientific practice, a method that deliberately ignores cognitive content. When Latour spent two years in a real laboratory, he made a choice to ignore equations, technical diagrams, chemical formulas, computer printouts, and careful notes in a journal, all of which became “inscriptions.” Simple tools like a thermometer, as well as complex ones like a microscope, became “black boxes.” The contents of the heads of scientists (as well as their bodily skills) were ignored as a source of validity for their arguments, their interactions becoming mere “negotiations.” He concluded that scientists do not produce something (knowledge) that is qualitatively different from what other human communities produce (discourses, opinions). And, of course, he created a great stir with this, particularly among idealist humanities professors. After all, Latour was providing them with a license to ignore science, saving them a lot of work and allowing them to continue focusing on literary criticism. This is similar to the effect that the notion of “bourgeois economics” had on Marxists, a way to legitimize their ignorance regarding other economic models (all of which became “apologies for capitalism”). Does the Latour effect bother you?


Harman:    Not really. I did enjoy the famous Sokal Hoax in 1996, when Alan Sokal managed to get Social Text to publish a fake postmodernist article on quantum gravity that was deliberate rubbish. Most of the humanities people around me seemed to be furious about the hoax, though it made me laugh out loud (Sokal & Bricmont 1999). Yet I strongly disliked Sokal's own assessment of his hoax, which sounded to me like just a smug brand of mainstream scientism. I thought the real weight of the hoax had to do with the emptiness of professional jargon that can infest any field, the natural sciences included. I accept Michel Serres's point that jargon has a healthier function in science (where it uses fewer words to say more) than in the humanities and the social sciences (where it uses more words to say less) (Serres & Latour 1995). But I'm also acutely conscious of how one particular wing of the humanities – analytic philosophy – has exaggerated the superiority of the natural sciences over every other form of cognition, and has systematically used that exaggeration to bully other forms of philosophy. If forced to choose between this sort of scientism and the empty anti-realism of the social constructionists, I would choose neither. Of course it is quite a different matter with science as actually practiced, which is only dogmatically anti-philosophical in a finitely listable number of cases (Hawking, Weinberg, etc.) This often seems to be a problem linked primarily with the Anglo-Saxon countries, which have a more developed anti-intellectual tradition than those on the Continent. Certainly Carlo Rovelli in Italy or Anton Zeilinger in Austria are by no means anti-philosophy.


DeLanda:    The scientists you mention (Feynman is another example) are all empiricists who think that all ontological questions were settled by Hume a long time ago, so there is no need to engage in philosophical arguments any longer. For them, empiricism is more like a public relations tool: they would cheerfully assert that all science does is to produce compact descriptions of phenomena that are useful for prediction and control. In other words, all they are doing is “saving the phenomena” but not giving us an explanation of how the world works or an ontology revealing its contents. And yet, in private they all go on to make assertions (e.g., time is reversible) that fly in the face of all evidence from the senses. But let's return to the pseudo-study of science.


Harman:    Maybe I should give a general assessment of what Latour is up to in his work, so as to indicate why a realist philosopher like me would be not just approving of Latour, but really excited by his work. You referred to Latour's debut book Laboratory Life, co-authored with Steve Woolgar (Latour & Woolgar 1986). Latour would admit that he was too much of a social constructionist at that point, which is why the subtitle of the book was changed in the second edition from The Social Construction of Scientific Facts to simply The Construction of Scientific Facts. Nonetheless, I admit that similar objections still often hit the mark when directed at a later book like Science in Action (Latour 1987).

Latour started out as a very successful student in philosophy, even finishing first place nationally in the French agrégation exam the year he took it. For various reasons he chose a different path from traditional academic philosophy. He ended up at the Jonas Salk Institute near San Diego, where he wanted to study anthropology of science. Previously, anthropology was used to explain why some cultures have beliefs and practices that seem “irrational” to us in the West. It had never been applied strictly to the core of the West's sense of superiority: organized scientific knowledge. By this point Latour was working as a social scientist rather than a philosopher, and he had picked up the social scientist's typical bias in favor of “social explanations” for everything. That persists in his work to some extent even today, though he has become quite critically aware of this bias, and insists that “society” must include all entities, including the inanimate ones that are often studied by natural science.


DeLanda:    Two points before I let you continue. First, even as an anthropological method, his approach does not make any sense. For example, he refuses to “go native,” that is, he refuses to learn the language of the natives, choose some as informants, live among them and slowly pick up their habits and learn their customs. When anthropologists have failed to go native (the perfect example is Margaret Mead in Samoa), they have typically made fools of themselves. Second, although in Science in Action he does include non-human entities, these are conceptualized as actants. The definition of an actant, as far as I can tell, is an objective entity insofar as it is represented (in the political sense of the word) by a scientist acting as its advocate.


Harman:    I wouldn't agree with that. An actant is simply anything that acts, and those actions need not involve representations by human advocates.


DeLanda:    Just so that we are clear about this here is the definition of “actant” by Latour: “[B]oth people able to talk and things unable to talk have a spokesman. I propose to call anything that is so represented [by a spokesman] an actant” (Latour 1987: 84). Now, you know more about his later work than I do, but if after Science in Action he defined an actant as “anything that acts,” then he changed the definition entirely and he is now referring to a completely different concept using the same neologism. Which just makes the entire thing even more flaky.


Harman:    Well, you found a good passage to support your point. But it is not just a question of later work. Already in “Irreductions,” the philosophical appendix to his Pasteur book that appeared in French in 1984, an actant is defined as anything that has some sort of effect (Latour 1988). But yes, he slips not infrequently into a more human-centered version of the concept.

But for me the main weakness of his theory is that he limits things to their actions and effects, and in that sense he is no worse than Whitehead, who does the same thing: an actual entity for Whitehead can be fully analyzed into its “prehensions” or relations. But while Whitehead makes a point of including every sort of relation in his ontology, including those that do not involve humans, nearly all of Latour's examples (with some rare but beautiful exceptions) include a human as one of the actors in whatever network is under discussion. We can ask about Whitehead's philosophy of Nature, but if someone asked about Latour's philosophy of Nature, it would sound bizarre, since he really only has a philosophy of science rather than of Nature.

But what I love about Latour is the boldness of his ontology. Modern ontology is essentially a taxonomy which holds that there are two basic kinds of things in the universe: human minds and everything else, each deserving of a completely different ontology. (This is really just the heir of medieval ontology with its taxonomy of Creator on one side and everything created on the other.) In order to efface the modern taxonomy, Latour tried to put everything on the same flat ontological footing, which is fine with me, and I presume with you too. The problem is that Latour chose, as his criterion of reality for all things, actions or effects. The object becomes an actor, including everything from God to neutrons to lizards to Popeye to Coca-Cola advertisements. This too is already present in Whitehead, but Whitehead is weaker than Latour at admitting different sizes and scales of entities: his followers always read Whitehead as a philosopher of tiny “monadic” entities, and although I think this is a misreading of Whitehead's own words, I'm vastly outnumbered, and Whitehead certainly leaves himself open to the monadic reading.

Latour occasionally gets into some trouble by following Whitehead too closely. One of Whitehead's most famous complaints is about what he calls “the bifurcation of nature,” meaning that we've been taught to respect scientific facts about nuclear reactions in the sun, but tend to view the beauty of sunsets as a phenomenon merely added on by humans. This really amounts to a critique of Locke's (1959) distinction between primary and secondary qualities. Yet Latour ends up attacking this “bifurcation of nature” in two different and incompatible ways. On the one hand, Latour in my view destroys the taxonomical distinction between “Nature” and “Culture,” in part because it is becoming very hard to say which entity is which: the ozone hole is difficult to describe as one or the other, since it belongs to the Earth itself but was also created by human activity (Latour 1993). Here he is simply being even-handed and trying to stick to his flat ontology in which supposedly natural and cultural things are equally actors that must be treated symmetrically.

And yet, he also tacitly identifies Nature with the “thing-in-itself” and the cultural with the “thing-for-us.” This is invalid because, as you noted in A New Philosophy of Society, society has its own definite character apart from our knowledge of it, no less than electrons do. And given Latour's full-blown ontology of intrinsic relations, he has to downgrade the object of natural science (“Nature”) more than Culture, because he identifies Nature with the thing-in-itself that his ontology of intrinsic relations cannot accept. It is here that his even-handed symmetry comes to an end. After abolishing the taxonomy of Nature and Culture, he still continues to favor the “Culture” side, simply because it is more amenable to his relational ontology. This leads to some of his least acceptable claims, such as saying that Ramses II could not have died of tuberculosis any more than from being killed by automatic weapons, since neither tuberculosis nor automatic weapons were known in ancient Egypt (Latour 2000). You will of course agree that there is a troubling ambiguity here, and we would both agree that people can die of a disease before it is socially recognized as such. That's because we are both realists who hold that things do not need human recognition in order to exist, whereas for Latour nothing really exists outside the social negotiations that bring it into existence for humans.


DeLanda:    I am less generous in my assessment of Latour; his ontology may be bold, but only in comparison with idealist ontologies. And unfortunately he is only one among many in the so-called “science studies” field. With one exception (Andrew Pickering) the entire field seems hopelessly misguided. This charge has often been made in terms of self-referential incoherence. One branch of the field, the sociology of scientific knowledge, is based on a set of principles referred to as finitism. Without going into details, the first three finitist theses are about meaning (or semantic content) and state that meanings change so much that we can never be sure of the meaning of past statements, or of the future meaning of present statements, or even of the stability of the present meaning of present statements. But, of course, the moment you turn this around, and given that the finitist theses were pronounced decades ago, it would follow that we do not really know what the theses mean today. But if we cannot be sure about their meaning, then it is incoherent to continue holding them as true (Barnes et al. 1996). Similarly, if the cognitive validity of scientific statements is simply a product of negotiations, it follows that the statements made in Laboratory Life are just what Latour and Woolgar managed to negotiate among themselves, and have no validity outside that context.


Harman:    Latour only looks bad to realists if we judge him solely on the question of realism. But the same holds for Husserl, who is far more extreme an anti-realist than Latour has ever been.


DeLanda:    Yeah, they both look bad to me.


Harman:    But both authors still provide riches on other fronts. In Husserl's case, he notices the object/quality difference at work even within the sensual realm, which had long been dominated by “bundle of qualities” theories, and Husserl makes a decisive advance beyond such theories. In the case of Latour, we find a global theory of translation (or transformation, to use the term you prefer) that encompasses all entities from real to fictional to natural to cultural. This is certainly much better than loading the dice in advance by making certain a priori taxonomical decisions – such as saying that human beings deserve one ontology and all non-human things another, just like the pre-Galilean cosmology and its division between earthly and celestial physics. Latour has been a personal friend of mine for almost two decades. During that time we have had maybe three or four really unpleasant arguments, all of them on questions of realism and non-relational entities – which he does not and never will accept. But as concerns flat ontology, I think he is one of the greats.

As for the question of self-referential incoherence, I see it differently. Your point seems to be that Latour claims to have the knowledge that scientific knowledge does not exist. To me, this problem arises only if we assume that the sole alternatives are knowledge and non-knowledge, which is precisely what Socratic philosophia was meant to challenge. Latour is not really saying that we cannot know anything, because of course we can. Instead, he is challenging the idea that scientists can leap beyond the process of translation to get at something that exists beyond all translation, since for him this would be the thing-in-itself that he rejects. Naturally, I partly disagree with his reasoning here, since I do think there is something in-itself apart from the process that tries to reveal it. But I am reminded here of the German Idealist critique of Kant: “He claims to know that there is something outside thought, yet this itself is a knowledge-claim that involves thought.” What this misses is that the word “knowledge” is being used in two different ways. In one sense, Socrates never ends up knowing what virtue, friendship, or justice are, in the sense that he can never paraphrase any of these in terms of a list of literal, discursive, propositionally accessible qualities. But in another sense, he can know quite well that there are such things as virtue, friendship, and justice by witnessing the failure of any list of their qualities to capture what he is after. That's why philosophy is not a form of knowledge, but something more like the arts, whose objects can never be adequately translated into discursive terms. And notice that no one ever accuses the arts of self-referential incoherence.

In short, the usual objection of self-referentiality comes down to this: any claim that knowledge cannot be attained is said to be a knowledge-claim, and therefore a crass contradiction. My answer is that philosophy is not a knowledge-claim. This is what differentiates Socrates and his lineage from that of the pre-Socratics, who were actually scientists rather than philosophers, making positive knowledge-claims about what the world is really made of.


DeLanda:    I disagree. Any declarative sentence used to state a truth makes a knowledge-claim. The only difference is whether the claim is a priori or a posteriori. Philosophers love the former, scientists the latter, but both are making claims, although not claims that can be settled by producing evidence in their favor. But I also agree that the cognitive content of science (or the arts) is not exhausted by discursive, propositionally coded, knowledge. Since this is a crucial point, let me offer an example: the difference between descriptive and explanatory statements. The former tend to be answers to questions like “What is that thing?” while the latter are answers to questions like “Why did that event occur?” Now a well-posed “Why?” question has different components: its presuppositions (what is not considered problematic or in need for explanation), the question itself, and its contrast space. The latter can be defined by an example: a bank robber in jail is asked by a priest “Why do you rob banks?” and he answers “Because that's where the money is.” The priest, of course, finds the answer inadequate, because his question was, “Why do you rob banks, instead of not robbing at all?” whereas to the criminal the question was, “Why do you rob banks, instead of gas stations or grocery stores?” The phrase that begins with “instead of” defines the contrast space (the relevant alternatives) of the “Why?” question. Now, descriptive statements do enter into the formulation of a problem (as the means to specify the presuppositions) but they are only one component. And forms of rightness of fit other than truth must be considered, such as how well posed a problem is. Is the list of presuppositions complete? Does the question include the right contrast space? Empiricist physicists who claim that all they are doing is producing “compact descriptions” wrongly reduce all cognitive content to that which is propositionally coded.

But let me make another point that is more related to ontology than to epistemology. One of the things I find most objectionable in science studies is the use of words like “Nature” and “Culture.” Scientists do not study “Nature” but a domain of objective phenomena, many of which are manufactured in the lab and do not occur spontaneously outside it. Latour tends to obscure this point by speaking of “laboratory facts,” but the term “fact” does not really refer to anything. It is, as Quine says, a term for semantic ascent, that is, a term used to move to the meta-level. Thus, calling a laboratory outcome a “fact” is just saying that the statement describing that outcome is true. Replacing “Nature” with a concrete domain allows us to deal with an entity that has a history, unlike “Nature” which can be taken as given and immutable. Thus, the chemical domain, consisting of substances and chemical reactions, was small at the start of the eighteenth century (roughly, it contained three acids and three alkalis) but it began to grow rapidly, not only as new acids and alkalis were synthesized, but as these reacted with one another and were transformed into neutral salts, a different kind of substance that quickly became the focus of research. A different example may help: for most of the eighteenth century, elementary substances were thought to be few in number (Earth, Water, Air, Fire, and a few others). But as the century progressed, and particularly as it turned and the capabilities of chemical analysis were greatly improved by the availability of continuous electrical current, the number of known elementary substances exploded. These are events that happen to a domain, and seriously affect the practice of scientists, but which are invisible if we picture the latter as studying “Nature.”

And a similar point applies to “Culture.” In one of my books I argued that social entities like communities or institutional organizations may not be independent of our minds, but they are independent of the content of our minds, that is, independent of our conceptions of them (DeLanda 2006). How communities or organizations work (how they get their emergent properties; how they maintain their identity through time) is an empirical question, and we can be (and have been) deeply wrong about it. In particular, to fuse all communities and organizations (not to mention cities, urban regions, countries) into a single entity named “Culture,” or, for that matter, “Society as a whole,” leads us astray when analyzing social phenomena. So in my treatment of scientific practice I speak of concrete communities of scientists, linked together by postal mail (and less frequently international congresses) as well as forming specific organizations with a well-defined authority structure: from laboratories to royal academies.


Harman:    But here you and Latour are actually in complete agreement, despite your serious disagreements on other points. He is not saying that there really are such domains as Nature and Culture. His point is to dissolve those domains and show that we must always look at concrete cases. This is the reason that you both enjoy Braudel so much; the two of you are equally intolerant of big, vague abstractions such as “society,” “capitalism,” and other such terms.


DeLanda:    Perhaps, but I cannot imagine that his way of “dissolving” reified generalities like Nature and Culture has anything to do with mine. After all, he dissolved science into inscriptions, black boxes, negotiations, and so on, but clearly this is the wrong way of going about it.


Harman:    If I can change the topic, I'd be interested in taking a detour through Thomas Kuhn, for reasons pertaining to your recent book Philosophical Chemistry (2015). Among analytic philosophers there is a vigorous anti-Kuhnian literature, but in continental philosophy, although many people haven't even read Kuhn's most famous book (1996), there isn't much disagreement with his basic ideas. After all, continental philosophy is largely based on a model of prioritizing major historical shifts over incremental progress on precisely defined problems. I'd go so far as to say that this simply is the analytic/continental split, as foreshadowed by Brentano in a brilliant lecture of the 1890s (Brentano 1998). I have to say that I've been largely convinced by Kuhn's distinction between “normal” and “paradigm-shifting” science, and have tended to identify the former with propositional language and the latter with something that always withdraws from such language. But your critique of Kuhn is interesting. If you could summarize it here, it might provide us with some fresh firewood.


DeLanda:    Sure. The concept of paradigm is a holistic concept. When one assumes that scientists operate from within such a seamless totality, the only way of breaking with it is to create an alternative paradigm (as Lavoisier is assumed to have done) and then get your colleagues to have a religious conversion and switch to your side. Why a conversion? Because if every cognitive item in the paradigm derives its identity from its relations to all others, then there is no way to stand outside it to convince your colleagues through reasoned arguments: the very standards of good argumentation that you would use are part and parcel of the paradigm. This thesis must be counteracted in two ways. First, we must show that the cognitive components of a particular body of knowledge are relatively independent and related in exteriority; second, we must find historical evidence that the actors involved in a real controversy (e.g., Lavoisier vs. Priestley) had areas of overlap in their rival theories, so they did not really live in different incommensurable worlds. The first move involves multiplying the number of cognitive items (not just true statements, but problems, explanations, taxonomies) as well as showing that the relations between them are not constitutive. In the case of statements, this involves accepting the concept of “truth” only for individual statements, and not for entire theories, as well as rejecting the idea that a statement is only true or false in the context of the entire theory. The second move demands historical research to show that in most grand controversies (i.e., in episodes of “revolutionary” science) there were areas of agreement and that there was never a total communication breakdown between participants. Lavoisier and Priestley disagreed bitterly on whether oxygen or phlogiston were the substances involved in combustion, but they agreed on the fact that whatever was involved had to be a chemical substance, and that whatever substance it turned out to be its chemical transformations had to be explained by forces of affinity (what we call today chemical potential). In addition, Kuhn proposed that outside these episodes of revolutionary science, scientists are merely doing puzzle solving (normal or routine science.) In Philosophical Chemistry I was able to show that the members of different communities of chemists were engaged in the most varied of practices, doing creative work along many different lines, none of which was routine.


Harman:    The argument of the book is powerful and refreshing. I'll need a few more readings to digest it, but you've summarized it well enough here. Of course I'm totally with you against any holism of knowledge. Others have noted that there can be multiple paradigms in the same field coexisting simultaneously, and often it takes a good long time for one to triumph over the others. Religious conversion does seem like a bad model on the whole. But what I chose to take from Kuhn, though maybe this says more about OOO than about Kuhn, was neither the holism nor the supposed sociologism of his history of science. Instead, I interpreted the distinction between paradigms and puzzles as analogous to the distinction between objects and qualities. In other words, while normal scientific work is largely absorbed in determining the properties of an entity, the underlying entity itself is posited by the paradigm. Take the Bohr model of the atom, for instance. Numerous improvements were made over time on the first version, but the basic paradigm of electrons occupying discrete orbits around a nucleus lasted for some time during an era of upheaval in physics. It successfully explained a number of things, such as the emission of spectra and the structure of the periodic table, before ultimately becoming obsolete due to quantum mechanics. I don't have a problem with calling the Bohr atom a paradigm, even if it did not holistically determine all the physics of the time, because it was a relatively durable model (paradigm) that underwent changes in detail (normal science) for as long as it remained alive.


DeLanda:    Yes, there is something to what you are saying. One philosopher wrote that there were a dozen or more different senses of the word “paradigm” in Kuhn's book (Masterman 1970). One of these was paradigms as exemplary achievements. This may refer to a laboratory technique that is remarkable and points the way to a new line of research; to a powerful concept that guides theoretical thinking in particular ways; or to a model that has been successful in explaining several phenomena (spectral structure). I believe the sense of paradigm that you have in mind is precisely that of an exemplar, the least objectionable of all the different senses.


Harman:    Earlier I mentioned scientific improvement, and your chemistry book is strong on the question of improvability, though you didn't mention it just now. Could you say something about why it is so important for scientific theories to be improvable?


DeLanda:    I wanted to get rid of any holistic notion of scientific progress, you know, how science as a whole moves inexorably toward a final account of Nature. The problem for me was how to replace the reified generality Knowledge with a highly heterogenous and open set of individual cognitive tools, and how to replace scientific progress with a series of improvements to those tools. For this to work, the local criteria of improvability of each of the cognitive tools I discussed had to be clearly specified. Concepts in chemistry, for example, tend to refer to items in the domain (substances and their transformations) as well as to the properties and dispositions of those items. Here reference is the key relation, and the problem is how to fix the referent of a particular concept. Unlike Kantian accounts, in which the meaning of a concept determines its referent, in materialist circles (e.g., Hillary Putnam) reference is fixed by interventions on reality: to know whether this chunk of metal is the referent of the concept “gold,” we do not consult a dictionary definition but pour aqua regia (a mixture of nitric and hydrochloric acid) onto it and see whether the metal dissolves or not, and then check whether it fails to dissolve in the ingredients taken separately. If it passes this double test, then the metal is gold. Assayers have known how to apply this test for centuries (Putnam 1975). Any advance that allows the referent of a concept to be fixed more precisely is a local improvement.

Statements can be improved in various local ways. One is by generalization. The statement “An acid reacting with an alkali is transformed into a neutral salt” was already acknowledged as true in the early 1700s, but toward the middle of the century it was improved and became “An acid reacting with an alkali or a metal is transformed into a neutral salt.” Another local criterion for improvement is the move from qualitative to quantitative statements. Thus, the statement “Water is made of hydrogen and oxygen” could be improved to become “Water is made of two parts per volume of hydrogen and one part of oxygen.” I mentioned problems above, which can be modeled as “Why?” questions, and said that they have presuppositions as well as a contrast space. Improvements here can be made by making the list of assumptions more complete, by eliminating superfluous assumptions, or by sharpening the contrast space. Thus the problem “Why do substances A and B react to become C, instead of not C?” can be improved if we change it to “Why do substances A and B react to become C, instead of D?” A similar treatment can be given to math models, explanatory schemas, chemical formulas, simulations. Tracing local improvements, by showing how each cognitive tool works better in its own terms at different times, is feasible, and it allows us to regard the history of individual fields as contingent: this improvement was made by this practitioner (and later incorporated into textbooks to disseminate through the community), but it might not have been made (or might have failed to disseminate.) Hence looking back at the history of a field and tracing local improvements is not Whiggish; no teleological drive toward a final truth is assumed to exist. I must add that in addition to improvements, my book deals with innovations, that is, both the introduction of concepts, statements, problems, and so on, that were not part of the field, and the invention of brand new cognitive tools, such as the various chemical formulas (empirical, rational, structural) introduced in the nineteenth century.


Harman:    Your anti-holistic conception of science does strike a blow against Kuhn, I think. It reminds me somewhat of Imre Lakatos (1980), who observes just how many anomalies there were in Newton's theory of gravity even before Einstein: more than 200, if memory serves. The most famous one is the problem with the perihelion of Mercury's orbit, though Lakatos notes that this was not considered an especially painful problem for Newton's model until Einstein was able to explain it retroactively. What really made Einstein famous, according to Lakatos, was not any falsification of Newton in Popper's sense, but rather the impressive verification of general relativity in the bending of starlight observed by Eddington during the solar eclipse. And of course, Lakatos weighs verifications in science more heavily than falsifications more generally, with the Einstein case being just one example. Given your own non-holistic view of science, I wonder if you have any thoughts about the role of falsification (Popper 1959). Does it have any connection with your theory of scientific improvement, or is it something different?


DeLanda:    It is true that the photographic evidence gathered during the eclipse verified something, but exactly what is not easy to answer. My guess is that what was verified was a statement like “The gravity of the Sun bends the space around it,” but not one like “Space–time exists independently of our minds.” One can agree with one and not with the other precisely because relativity theory is a more heterogeneous entity than it is normally thought. Falsifiability and verifiability play a different role when applied to individual statements than when used for whole theories. Saying that scientific statements must be falsifiable amounts to the same thing as saying they must be true or false a posteriori. But asserting this of entire theories presupposes a “theory of theories.” Now, the received model of a scientific theory is the one put forward by the logical positivists: a theory is a set of statements, some of which are exceptionless generalizations, that are related to each other logically. We test a theory by deductively deriving other statements (expressing observable consequences) and then comparing these with statements reporting observations made in the laboratory. When we apply the idea of falsifiability to this conception of what a “theory” is, we get incoherent results, incoherencies that supply ammunition to anti-realists. Thus, an anti-realist can object that when we derive observation statements from theoretical ones, we bring other statements to bear (auxiliary assumptions), so that when a predicted observation does not match a laboratory observation we need not discard the theory, only one of the many auxiliary statements. This is the famous problem of underdetermination of theory by observation. It was partly to get away from this that I rejected the concept of a “theory” and replaced it with a heterogenous body of cognitive tools. And I replaced “observation” with an equally diverse set of non-discursive practices of intervention: making two substances react; measuring the speed or temperature of a reaction; breaking down the products into components to check their composition etc.


Harman:    We could probably extend this conversation to even greater length, but we have now reached the agreed-upon limit. I will begin by assessing what I now see as our greatest differences, and will then turn it over to you for the last word. For me there are perhaps four main differences between our respective positions.

First, you tend to favor a dynamic conception of entities, which makes maintenance processes so important for you. By contrast, I see change as intermittent, and view objects as having a great deal of inertia so that the burden is on other objects to make them change. This may be why I have a greater liking than you do for Aristotle, Latour, and even Whitehead. For all their differences, these three authors all give an important role to individuals. This is perhaps clearest with the “ontological principle” of Whitehead, which says that the reason for anything happening must be found in the character of some actual entity. In other words, there is no principle of change to be found outside entities themselves.

The second difference is that natural science is very much at the center of what you think philosophy is about, and, in parallel, you see philosophy as a form of knowledge that is not so different from the work of the sciences. For me, the exemplar is aesthetics, since I take seriously the claim of Socrates that he knows nothing, and thus philosophy from the start (the pre-Socratics were early scientists, not early philosophers) is a cognitive activity more similar to the arts than to the sciences.

The third difference is the one that interests me most, and is perhaps the one that has repeatedly kept drawing me back to your writings. For me, Whitehead's ontological principle is right: everything happens because of some entity or entities. But for you, there is a whole range of factors lying outside individual beings: especially phase-spaces, attractors, and so forth. Though there is no secure place for these in my ontology, I continue to find them strangely seductive, perhaps because they are non-relational realities that need not be actualized in order to be real.

The fourth difference is one I had never thought of until you brought it up earlier in this discussion. For me, formal causes are important, since these refer to the innate character of an object as hidden behind its multitude of effects. But for you, final cause is important, though you distinguish this clearly from the traditional version of final cause by noting that no necessity is involved: there are usually a number of possible attractors for any system, and thus a number of possible results.

There are probably a few others that slipped my mind just now, but these are the prominent points of intellectual friction that I encounter whenever reading your work, as well as in the discussion that is now reaching its conclusion.


DeLanda:    An intellectual exchange like this shows that only by actually comparing two approaches in detail can one get a sense of the distance between them. If I had been told that I had to compare my position with that of a philosopher who does not believe in matter or time, I would have probably dismissed the idea off hand. But by engaging in this exchange I can now have a much better idea of what tends to pull us apart and what has the opposite tendency. Forms vs. matter; formal causes vs. efficient and final causes; a priori vs. a posteriori knowledge: all are factors that make our realisms diverge. But your strong commitment to R7, that is, your commitment to avoid any systematic asymme­try between human–object and object–object interactions, has an overall convergent effect. Thus, I have no place in my ontology for things-in-themselves (mind-independence + knowability), but the effect of R7 is to remove the objectionable term “knowability” (by humans) and make the term into a non-epistemic limitation on what all entities (human or not) need to “know” about other entities in order to successfully interact with them. I happen to explain this limitation in material terms (all entities have access only to the surface of other entities) and not in terms of a fundamental withdrawal, but nevertheless it is R7 that pulls both strands together.

And similarly for objective time. To someone like myself who insists that the history of an object matters to its current identity (not to grasp it in its present state but to understand how it got to be in its present state in the first place), denying that objective time exists is anathema. But R7 to the rescue: you are not making time humanly subjective, but making it part of all non-human objects and their “limited experience” of one another. I may still have objections against this (e.g., the costs of anthropomorphism), but these have now become detailed objections not wholesale rejections.

Thus, what R7 provides is a kind of bridge between two very different schools of realism, such that claims on one approach can be paraphrased into the terms of the other without doing too much violence to their content. This may not ensure agreement (who, after all, could be happy when the most important entities in an ontology are paraphrased away) but it prevents full incommensurability, of the kind that only a religious conversion could bridge.
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