| CODING

VOLUME

S 0001010101011 41010

B0 1101011001001 0

b 1001101011 0010010

HOSWE 1010110070010

g 0101710070010

1010110017001 0
3% 101010010010

1101017007001 0

GEORG NORTHOFF

OXFORD




Unlocking the Brain






Unlocking the Brain

VOLUME I: CODING

GEORG NORTHOFF

OXFORD

UNIVERSITY PRESS



OXFORD

UNIVERSITY PRESS

Oxford University Press is a department of the University of Oxford.
It furthers the University’s objective of excellence in research, scholarship,
and education by publishing worldwide.

Oxford New York

Auckland Cape Town Dar es Salaam Hong Kong Karachi
Kuala Lumpur Madrid Melbourne Mexico City Nairobi
New Delhi  Shanghai  Taipei Toronto

With offices in

Argentina  Austria Brazil Chile Czech Republic France Greece
Guatemala Hungary Italy Japan Poland Portugal Singapore
South Korea Switzerland Thailand Turkey Ukraine Vietnam

Oxford is a registered trademark of Oxford University Press
in the UK and certain other countries.

Published in the United States of America by
Oxford University Press
198 Madison Avenue, New York, NY 10016

© Oxford University Press 2014

All rights reserved. No part of this publication may be reproduced, stored in a

retrieval system, or transmitted, in any form or by any means, without the prior

permission in writing of Oxford University Press, or as expressly permitted by law,

by license, or under terms agreed with the appropriate reproduction rights organization.
Inquiries concerning reproduction outside the scope of the above should be sent to the Rights
Department, Oxford University Press, at the address above.

You must not circulate this work in any other form
and you must impose this same condition on any acquirer.

Library of Congress Cataloging-in-Publication Data

Northoff, Georg. Unlocking the brain / Georg Northoff.
p.;cm.
Includes bibliographical references and indexes.
ISBN 978-0-19-982698-8 (alk. paper)—ISBN 978-0-19-982699-5 (alk. paper)
I. Title. [DNLM: 1. Brain—physiology. 2. Brain Mapping—psychology.
3. Cognition—physiology. 4. Neural Pathways—physiology. 5. Neuropsychiatry. WL 335]

612.8—dc23
2012029357

987654321
Printed in the United States of America
on acid-free paper



CONTENTS

List of Figures
Preface
Introduction

PART I: ENCODING EXTRINSIC STIMULI
1. Sparse Coding and Natural Statistics
2. Sparse Coding and Neural Inhibition

3. Sparse Coding on a Regional Level

PART Il: ENCODING INTRINSIC ACTIVITY
4. Spatial Structure of Intrinsic Activity
5. Temporal Structure of Intrinsic Activity

6. Sparse Coding of Intrinsic Activity

PART Ill: ENCODING PREDICTIONS
7. Predictive Coding and Difference-Based Coding
8. Predictive Coding and Social and Vegetative Statistics

9. Predictive Coding and the Brain’s Neuronal Statistics

PART IV: ENCODING EXTRINSIC ACTIVITY
10. Stimulus—Stimulus Interaction and Neural Coding
11. Rest-Stimulus Interaction and Difference-Based Coding

12. Rest-Stimulus Interaction and GABA-ergic Neural Inhibition

vii
xi

xiii

25
44

69
73
98
119

143
145
161
179

203
207
230
256



vi CONTENTS

Epilogue: A Quick Guide to a Future “Theory of Brain Activity”

Appendices

Appendix 1: Neuroempirical Remark: Resting-State Activity versus
Stimulus-Induced Activity—Continuity Hypothesis

Appendix 2: Neurotheoretical Remark: Localizationism versus Holism
Appendix 3: Neuroepistemological Remark: Brain versus Observer

References
Index

289

297

299
307
315

327
353



LIST OF FIGURES

I1-1aand b:
I1-2a and b:

11-3:
1-1:

1-2a:
1-2b:
1-3a:
1-3b:
1-3c:
1-3d:
1-4:

1-5a:
1-5b:
1-5¢:

2-1:
2-2:
2-3a:
2-3b:
2-3c:
2-4a:
2-4b and c:
3-1:
3-2a:
3-2b:
3-2c:
3-3:
3-4a-c:
3-5:
4-1:
4-2:

4-3:

Different forms of neural coding

Intrinsic and extrinsic views of the brain

Overview of the book

Different coding strategies of sensory input

Sparse coding: rescaling of responses to dynamic input

Optimizing information transmission

Difference-based coding as statistically based coding strategy
Stimulus-based coding as physically based coding strategy

Temporal difference-based coding and “lifetime sparseness”

Spatial difference-based coding and “population sparseness”

Sparse coding of stimulus—stimulus interaction
Biophysical-computational constraints and sparse coding

Reciprocal relationship between sparse coding and local/dense coding
Species-dependence of the neuron’s physical-computational ranges and
difference-based coding

Neural organization and processing in olfactory cortex

Neural inhibition and sparse coding

Neural excitation and inhibition in visual cortex

Neural excitation and inhibition in visual cortex

Neural excitation and inhibition in visual cortex

Excitation-Inhibition balance and sparse coding

Neural inhibition and sparse coding in the spatial domain

Different forms of neural coding on the regional level of neural activity

Neural processing in perceptual regions during perceptual decision making
Neural processing in perceptual regions during perceptual decision making
Neural processing in perceptual regions during perceptual decision making

Difference-based coding in sensory cortex

Neural processing in prefrontal regions during perceptual decision making

Amplification and condensation hypothesis

Concepts of intrinsic activity, resting-state, and baseline
Radial concentric anatomo-spatial organization in subcortical
and cortical regions

Different baselines in the brain

XX
xxviii
Xxxiii
6

8

9

10

11

12

12

16

19

22

23
28
33
34
35
36
39
41
50
53
54
55
57
62
66
75

79
83



viii

4-4a:
4-4b:

4-5:
4-6:
5-1:
5-2:
5-3:
5-4:
5-5:

6-la:
6-1b:
6-2a:
6-2b:
6-2c:

6-3a:

6-3b:

7-1:

7-2:

7-3:

8-laand b:
8-2a-c:

8-3:

8-4:

9-laand b:

9-2:

9-3:

9-4:

10-1a, b, ¢, and d:
10-2a, b, ¢, and d:
10-3a and b:
10-4a and b:
11-1a:

11-1b:
11-2a and b:

11-3a, b, ¢, and d:
12-1a and b:
12-2a:

12-2b:

12-2¢:

12-2d:

LIST OF FIGURES

Resting-state activity in inner and middle ring

Functional connectivity of visual cortex with auditory cortex

and other cortical regions

Different encoding strategies in the relationship between the three rings
Constitution of Spatial Structure by the Brain’s Intrinsic Activity
Relationship between structural and functional connectivity
Difference-based coding and functional connectivity

Frequency fluctuations and functional connectivity

Structure—function relationship and conduction delays

Constitution of temporal structure in the neural activity

of the brain’s intrinsic activity

Sparse coding in the brain, music, and language

Sparse coding in the brain, music, and language

Modulation of resting-state activity by GABA and glutamate Visual cortex
Modulation of resting-state activity by GABA and glutamate Visual cortex
The figure shows the results of a combined fMRI, DTI, and MRS study
with placement of the voxel for MRS in medial prefrontal cortex (mPFC)
The figure shows the relationship between GABA, glutamate, neural

inhibition and excitation, and the functional connectivity in the resting state

Difference-based coding of the excitation-inhibition balance

in the resting state

Prediction of stimuli in visual cortex

Difference-based coding and predictive coding

Common coding in the generation of predicted and actual input
Social context dependence of neural activity during reward

Vegetative context dependence of reward

Constitution of the actual input on the basis of different stimuli
Valuation system and difference-based coding

Different forms of anatomical organization and neural coding

Neural overlap between resting-state activity and reward-related activity
Generation of the predicted input

Neuronal mechanisms underlying seeking, “wanting,” and value
Neuronal principles of stimulus—stimulus interaction

Neuronal mechanisms of “driving and modulatory inputs”

Coding of form and motion

Functional segregation and continuum

Local spontaneous variations in ongoing activity of specialized
sensory regions impact perception. The upper part illustrates the paradigm
Nonlinear rest-stimulus interaction in auditory cortex

Inverse effectiveness and nonlinear interaction during

rest-stimulus interaction

Resting state as “spatiotemporal window of opportunity”

for rest-stimulus interaction

Neurophysiological mechanisms of the gamma cycle

GABAergic and glutamatergic modulation of rest-stimulus interaction
GABAergic and glutamatergic modulation of rest-stimulus interaction
Intero-and exteroceptive awareness and neural activity in the

cortical midline regions

Modulation of exteroceptive awareness by GABA-A receptors

84

86
91
95
102
107
110
112

117
123
124
129
132

133

136

137
147
152
158
164
170
175
177
182
186
192
196
211
218
224
228

232
235

241

250
260
269
272

273
274



LIST OF FIGURES

12-3a:
12.3b:
12-4a and b:
12-4c:
Al-1:
A2-1:

A3-laandb:

GABA, glutamate, and rest-stimulus interaction

GABA, glutamate, and rest-stimulus interaction

Sparse coding and GABA

Sparse coding and GABA

“Continuity hypothesis” between resting-state and stimulus-induced activity
Complementarity between holism and localizationism

Brain, concepts, and observer

279
282
284
287
302
312
318






PREFACE

What is the brain? Though many answers have
been suggested, we simply do not know at this
point in time. Let’s compare the situation with
other organs. We know what the heart is; the
heart is an organ that pumps blood. We know
what the stomach is; it is a digestive organ that
extracts the relevant nutrients from food. And
one could expand that list to other organs.

Let’s compare the current situation in neu-
roscience to the following imaginary scenario
about the heart. Imagine that we do not know
yet that the heart is a pumping organ. All we
know is that the heart is a muscle, that it uses
much energy to run that muscle, and that plenty
of blood is accumulated periodically in the heart.
But—and this is essential —we cannot yet ascribe
any purpose to all of this; we know plenty of
the details, but we cannot make sense of them.
We do not know, for instance, why the heart
is designed as muscle and why it accumulates
blood periodically.

Even more important, this lack of insight into
the heart’s purpose may prevent us from having
not only a better understanding of the heart’s
overall purpose and role in the organism, but
also a more detailed insight into its physiologi-
cal processes. For instance, we do not investigate
the rhythmic nature of the hearts contractions
and its underlying electrophysiological activity;
that makes sense only if we know that the heart
is continuously contracting in order to maintain
its pumping function. Accordingly, the lack of an
answer to the “what” question may be not only

philosophically but also empirically relevant,
and thus physiologically relevant, in order to get
a better grip on the heart’s “how.”

I now argue that current neuroscience is in
exactly the same state with regard to the brain as
just stated in the thought experiment about the
heart. We currently know a lot about the brain’s
regions, its networks and their metabolic, hor-
monal, and immunological processes, and their
genetic regulation. In contrast, we do not know
why these neuronal processes and various mech-
anisms take place in the way they do and thus
what overall purpose they serve.

Accordingly, we currently have plenty of
knowledge about the “how” of the brain but still
lack an answer to the “what” of the brain. We
thus remain blind to its main and overarching
purpose. Once we get a tighter grip of the brain’s
main and overarching purpose, the “what,” we
may also be able to more specifically tailor our
experimental designs to better investigate its
various functions—the “how”

My starting point in this book is the brain
itself: what the brain is, and, even more impor-
tant, what the brain does. I postulate that, in
order to understand what the brain does, we need
to investigate the features that define the brain as
brain. These intrinsic features include the brain’s
neural code and its intrinsic activity, as I suggest.
This volume is about the brain’s intrinsic features
and more specifically how the brain’s neural code
and its intrinsic activity operate and impact the
subsequent neural processing of extrinsic stimuli
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from body and environment. Why do I put such
emphasis on the intrinsic features of the brain,
its resting-state activity and neural code, here in
Volume I? Only by revealing the brain’s intrinsic
features will we be able to understand what the
brain is and why and how the brain does what
it does.

What is analogous to the heart’s pumping of
blood in the case of the brain? I suppose that the
heart’s pumping of blood may find its analogue
on the brain’s side in its ability to associate its
own neural activity with consciousness. That will
be the focus in Volume II. To understand that,
though, we first need to understand the brain
itself and how it encodes its neural activity. This
is the focus in this volume. Accordingly, Volume
IT complements the neuronal groundwork laid
in Volume I by showing how the brain and its
intrinsic features predispose the generation of
consciousness.

I want to thank several people. First and fore-
most, I want to thank Catharine Carlin from
Oxford University Press, who supported me
very much in the early stages by giving excellent
advice. Her editorial role was taken over later
by Joan Bossert, who was extremely support-
ive of this rather complex project. Many thanks
to Joan and her excellent help and advice! Her
assistants, Jennifer Milton and Miles Osgaard,
provided excellent support and encouragement
in the later stages. A big thank-you to all of you
for making possible such a complex project with
two volumes.

Several anonymous reviewers also need to
be thanked for providing very thoughtful com-
ments, with one of them even suggesting I split
my ideas into two volumes. My institution, the
Institute of Mental Health Research in Ottawa,
Canada, and its generous director, Zul Merali,
shall also be thanked for the freedom and men-
tal space they provide me to tackle such a com-
plex organ as the brain in such extensive ways.
I also want to explicitly thank Xuchu Weng and
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his Center for Cognition and Brain Disorders
at Hangzhou Normal University/China for the
generous support and the many inspirations.
A great thank you also goes to Dr Xuehai Wei in
Shanghai who introduced me to the clinical phe-
nomenology of vegetative state patients which
served as basis for several ongoing collaborative
studies on the loss of consciousness. The same
generosity was also made possible in Bologna
and Dr Marina Farinelli where we conduct EEG
studies on vegetative state patients.

My friend and dear colleague Jaak Panksepp
should also be thanked. I cherish my discus-
sions with him, his out-of-the-box thinking
and his excellent ideas and understanding.
Thank-you, Jaak. The members of my research
group also deserve a big thank-you for their
wonderful discussion of my ideas in their often
wild and immature gestalt; hence, my special
thanks go to Pengmin Qin, David Hayes, Niall
Duncan, Takashi Nakao, Christine Wiebking,
Zirui Huang, and Chao-Yi. Others who must be
thanked are Timothy Lane, Alexander Heinzel,
Simone Grimm, Alexander Sartorius, Jianfeng
Zang, Shihui Han, and Fan Yan.

For excellent support in some editorial work,
my thanks goes to Giles Holland, my research
coordinator, who took pains to go through the
proofs with me and to make suggestions for fur-
ther improvement. For financial support, I have
to thank the Canada Institute of Health Research
(CIHR) and the Michael Smith Foundation,
who granted me two endowed chairs. Further,
I have to thank the Hope of Depression Research
Foundation (HDRF) for financial support.
Finally, I need to give a big thank-you to my
partner, John Sarkissian. He has to endure my
rather frequent mental (and physical) absence
when my own brain’s intrinsic activity “prefers”
to drift away from the outer world and let me
muse about the inner world of the brain by asso-
ciating its own purely neuronal states with a phe-
nomenal state; that is, consciousness.



INTRODUCTION

PreLupe |I: WHY Do WE Neep to Know
THE BRAIN’Ss NEURAL CODE?

We know much about the brain these days.
Neuroscience has explored its various molecu-
lar, cellular, and biochemical mechanisms. Much
progress has also been made in understanding
the regional and network levels of neural activ-
ity. Functional imaging allows us to investigate
how the neural activity of specific regions and
networks is related to particular sensory, motor,
affective, cognitive, or social functions. This has
even brought consciousness and other mental
features, whose neural correlates we search for
intensely, into the realm of neuroscience.

One feature of the brain remains elusive,
however. We do not know the brain’s neural
code: the currency the brain uses to generate and
process its neural activity. This may hinder prog-
ress and block our insight into the brain’s various
functions.

We recall from biology Francis Crick and
James Watson’s discovery of the DNA molecule,
as the genetic code has opened new pathways in
our understanding of life and has put biology
on a new platform. Analogously, unraveling the
brain’s neural code may enable us to understand
why the brain works in the way it does and how
it can generate the various sensory, motor, affec-
tive, cognitive, and social functions. To putitina
nutshell, the detection of the brain’s neural code
may provide a novel, much-needed ground for
neuroscience.

PreLupe Il: Cobe As CoMmMoN METRIC
OR MEASURE OoF DIFFERENT KINDS OF
NEURAL AcCTIVITY

What does the term “code” stand for? The term
“code” is often used to mean a metric or measure
that captures and reflects purposeful and biolog-
ically or teleologically meaningful activity in a
system (DeCharms and Zador 2000; Friston and
Dolan 2000). As such, the term “code” describes
a specific processing algorithm or instruction set
according to which information is processed in
a system.

Such processing algorithm as metric or mea-
sure remains purely formal by itself; this means
that it is as yet devoid and prior to the constitu-
tion of any contents such as, for instance, sensory,
motor, cognitive, affective, or social contents as
related to the respective functions of the brain.
The term “code” is used from here on in a purely
formal way (see also Freeman 2007, 2011). Taken
in this sense, a code allows the transformation
of information from one particular form into
another form in order to make possible the sub-
sequent processing of that information.

For instance, the computer codes any kind of
incoming stimuli according to 0 and 1, a format
that allows the computer to further process the
stimuli and their information. While we do know
very well the basic code and its format in the case
of the computer, we are currently at a loss when
it comes to the basic code of the brain, the “neu-
ral code,” and the kind of format it entails. To put
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it in a nutshell, we currently lack the knowledge
of the neural code—that is, the metric or mea-
sure—the brain applies to the encoding and pro-
cessing of its own neural activity.

I propose that such a basic metric or mea-
sure applies to any neural activity in the brain,
whether it is stimulus-induced activity or the
brain’s resting-state activity (see later sections
in this introduction for more details on that dis-
tinction). The basic metric or measure provides
a common code or, more metaphorically put, a
common currency or language for all kinds of
neural activities in the brain. This makes pos-
sible, for instance, the direct interaction between
the different associated functions (sensory,
motor, affective, cognitive, social, etc.) and their
respective neural networks as it is often observed
these days in functional brain imaging in affec-
tive, cognitive, and social neuroscience.

PReLuDE HI: DIFFERENT SUGGESTIONS FOR
THE NEURAL CoDE OF THE BRAIN

Matters are far from simple, however. Searching
for the term “neural code” in the current Internet
databases will reveal an abundant and almost infla-
tionary use of this term. The term “code” is used
on different levels, ranging from the molecular to
the cellular, and population levels to the regional
and network levels of the brain’s neural activity.
Most often the term “neural code” is intended
to describe activity changes at the cellular level
as observed in single- or multi-unit electrophysi-
ological recordings. This is, for instance, the case
in the concept of rate coding that describes the
carrying (and representing) of information in
the neurons’ firing rates as the rate of the latter
varies with the changes in the former (see Singer
1999, 2009; Friston 2009; and see Parts I and IV
of this volume for a more detailed discussion).
The term “neural code” is also often used
to describe the temporal constellation of neu-
ral activity especially on the population level
of neural activity. This is, for instance, the case
when one speaks of “temporal” or “synchrony
coding”: temporal coding describes the neuronal
synchronization of different neuron populations
and regions across time as observed in recording
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studies in both primates and humans (Singer
1999, 2009; Engel and Singer 2001; Rodriguez
et al. 1999; Lutz et al. 2002; and see Part IV of
this volume for details).

The situation is even more complex, however.
While often being associated with the cellular
and population levels of neural activity, the term
“code” can also be used on the level of regions
and neural networks: the regional and network
level. One recent example is the concept of pre-
dictive coding that is often used in the context of
functional imaging of different regions during
reward and mirror neurons, for example (see
Friston 1995, 1997, 2000, 2010; Montague et al.
2006; see Chapters 7-9 in this volume for details
and references).

The concept of predictive coding postulates
that neural activity in particular regions like the
ventral striatum (as for instance during reward)
stems from the comparison between predicted
and actual inputs. The measure or metric deter-
mining neural activity on a regional level thus
pertains to a difference: predictive coding implies
that the neural activity in particular regions is
based on the encoding of a difference, the differ-
ence between predicted and actual input.

PreLupe IV: NeuraL Cope As “CoMMON
CuURRENCY” BETWEEN THE DIFFERENT LEVELS
oF NEURAL AcCTIVITY

How do these different forms of neural coding
stand in relation to each other? Rate coding, tem-
poral coding, and predictive coding are sugges-
tions for a neural code on specific levels of neural
activity—cellular, population, and regional.

What remains unclear, though, is how these
different levels of neural activity can communi-
cate and interact with each other. For that, they
must share the same code so that, for instance,
the single cells number of spikes translates
into population activity and ultimately into the
activation of a specific region or even network.
Hence, the interaction between different levels of
neural activity requires what may be described as
a “common currency.’

What does this “common currency” consist
of? Such a common currency needs to link the
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different levels of the brain’s neural activity—cel-
lular, population, and regional (and network)—
in order to make possible their direct interaction.
Only if (metaphorically put) the different levels
of the brains neural activity “speak the same
language” and “use the same currency” can they
interact with each other. What is the “common
currency” or “language” of the brain that links
and glues its different levels of neural activity
together? We currently do not know.

PReLUDE V: ENCODING VERSUS
DEecobING

We have so far determined the concept of the
neural code as a purely formal measure/metric
and as “common currency” between the differ-
ent levels of neural activity. There is yet another
feature that needs to be mentioned. The concept
of the neural code can be understood in terms of
either “encoding” or “decoding” (Naselaris et al.
2009, 2011; Kay et al. 2008; Friston 2010; Haynes
2009, 2011).

The concept of “encoding” concerns how
stimuli and their features are transformed and
translated into neural activity. The focus is here
on how information from the outside of the brain,
as from the world, generates neural activity: How
must the neural activity in the inside of the brain
be generated in order to contain some informa-
tion about the stimuli and their features from the
outside world? Accordingly, encoding describes
the strategy the brain itself applies to generate its
own neural activity during the encounter with
stimuli from the outside of the brain.

This is different in “decoding” Unlike in
“encoding;” the focus here is not so much on the
generation of neural activity by stimuli from the
outside of the brain. Instead, decoding focuses
on the information that is contained in the
brain’s neural activity itself (see Haynes 2009,
2011; Friston 2009). The guiding question here
is: What information about the outside world
and their stimuli and features is contained in the
brain’s neural activity?

Decoding refers to the information about the
outside world as it is contained in the brain’s neu-
ral activity. This distinguishes it from encoding.

Rather than focusing on the information itself
as it is contained in neural activity, encoding
searches for how the neural activity itself is gen-
erated. The brain must generate and thus encode
its neural activity in a particular way in order
to contain some information about the outside
world. Encoding thus precedes decoding in very
much the same way the older twin precedes the
younger one.

The difference between encoding and decod-

ing goes along with different methodological
strategies in, for instance, the analysis of brain
imaging data like that obtained from functional
magnetic resonance imaging (fMRI). This is well
expressed in the following quote by Naselaris
etal. (2011, p. 401):
Most current understanding has been achieved
by analysing fMRI data from the mirror per-
spectives of encoding and decoding. When ana-
lysing the data from the encoding perspective,
one attempts to understand how activity varies
when there is concurrent variation in the world.
When analysing data from the decoding per-
spective, one attempts to determine how much
can be learned about the world (which includes
sensory stimuli, cognitive state, and movement)
by observing activity.

For instance, Kay and colleagues (2008)
observed that the three-dimensional space of the
stimuli from natural scenes, the “input space;” is
mirrored in the space of the stimulus-induced
different activity (the voxels as measured in
fMRI) in visual cortex, the “activity space” How
is the transformation of the “input space” and
thus the natural scenes into the “activity space”
of the brain’s neural activity possible? Kay et al.
(2008) assume what they describe as “feature
space” that, on the basis of the feature of the
stimuli and their encoding by the neurons, pro-
vides the transformation between stimuli and
neural activity (see Chapter 1-3 for details as
well as Naselaris et al. 2009).

PreLupe VI: NARROW VERSUS
WIDE VERSION OF ENCODING

One may distinguish between “narrow” and
“wide” versions of the concept of encoding. Most

XV
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generally, encoding describes a formal measure
or metric for how neural activity is generated
in relation to stimuli and their features. Usually,
these stimuli and their features are understood
to originate in the environment, thus concern-
ing exteroceptive stimuli (see Kay et al. 2008;
Naselaris et al., 2009, 2011). This is the narrow
version of encoding that concerns the encoding
of exteroceptive stimuli into neural activity.

In addition to exteroceptive stimuli from the
environment, the interoceptive stimuli from
one’s own body also generate neural activity and
thus need to be encoded, too. Furthermore, as it
will become clear later, the intrinsic activity in
the brain itself, its spontaneous or resting-state
activity (see Chapters 4-6), is undergoing con-
tinuous changes that also need to be encoded
into neural activity. Accordingly, besides extero-
ceptive stimuli from the environment, intero-
ceptive stimuli from the body and the intrinsic
activity changes within the brain itself require
some kind of encoding.

This means that the encoding of neural activ-
ity cannot be restricted to exteroceptive stimuli
alone. Instead, we need to understand the con-
cept of encoding in a wider way that includes all
extrinsic stimuli, intero- and exteroceptive, from
both the body and the environment. In addition,
we also need to consider the encoding of activity
changes that are induced by the brain itself and
its intrinsic activity. We therefore need to opt for
a wide version of encoding that pertains to any
kind of neural activity generated in the brain,
independently of its origin in either environ-
ment, body, or brain.

The overarching aim in this volume is to
investigate how the brain generates and thus
encodes neural activity. Rather than focusing
on decoding information from neural activity,
my focus is on the encoding and thus generation
of neural activity. This pertains to neural activ-
ity in general, irrespective of its origin in either
brain, body, or environment. I thus presuppose
the wide version of the concept of encoding
throughout this volume.

Therefore, I will investigate how differ-
ent forms of neural activity are generated. Part
I concerns the encoding of exteroceptive stimuli;
Part II focuses on the encoding of the brain’s
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intrinsic activity changes; Part III touches upon
the encoding of the body’s interoceptive stimuli;
and Part IV discusses the encoding of extrinsic
activity: namely, stimulus-induced activity.

Fucue I: ENcoDING OF DIFFERENCES
INTO NEURAL ACTIVITY ON THE
CELLULAR LEVEL

In music, every prelude is followed by a fugue.
The famous composer Johann Sebastian Bach
told us that the fugue is supposed to spell out and
develop the material introduced in the prelude.
I consequently have to determine the nature of
the neural code and to spell out the exact mecha-
nisms by means of which the brain generates
neural activity.

The purpose of the next few sections will be
to introduce a particular hypothesis about the
brain’s neural code. I propose that the brain’s neu-
ral activity is based on the encoding of spatial and
temporal differences between different (or the
same) stimuli into neural activity, rather than on
encoding the single stimuli themselves in an iso-
lated and independent way. Such encoding of dif-
ferences between stimuli rather than the stimuli
themselves is supposed to hold true on different
levels of neural activity: on cellular, population,
and regional levels. Therefore, I will now go into
some empirical detail by discussing paradigmatic
examples from the single-cell level, the popula-
tion level, and the regional level of neural activity.

Let us start with the cellular level of neural
activity. Fiorillo and colleagues (2008) consider
the single neuron and characterize it by the neu-
ral coding of differences. Based on the neuron’s
biophysical properties, like its K+ and Cl- chan-
nels, Fiorillo and colleagues (2008, pp. 3-4)
argue that the single neuron in general will
“integrate current information about its stimulus
from one pool of ion channels and synapses, and
prior information from another pool. Its mem-
brane potential signals prediction error” The
single cell's actual membrane potential—that
is, its activity—is determined by the difference
between current and prior states; this is signaled
by the differences in activity levels between dif-
ferent ion channels and synapses (see also Rolls
and Treves 2011).
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Fiorillo and colleagues (2008) thus apply and
extend the concept of predictive coding (see
earlier discussion and Chapters 7-9) beyond
the regional level to the level of the single neu-
ron. Analogous to the regional level of neural
activity, the single neuron’s goal is to minimize
prediction error and thus to keep the difference
between anticipated and actual activity levels
(i.e., between predicted and actual input) as low
as possible (see Chapter 8 for details). Even the
selection of both prior and current information
sources is very much oriented to keeping this
difference low. Only the actual inputs from the
various stimuli that can contribute to minimiz-
ing the difference between anticipated and actual
activity levels are selected. This implies that the
neuron produces output signals (as changes in
its activity level) only when there is a difference
between anticipated and actual activity level: if
the actual activity level is higher, exceeding its
prediction or anticipation, the output signal is
positive, while in the reverse case the output sig-
nal may be negative. The single cell’s activity, its
membrane potential, is thus based on the encod-
ing of a difference, the difference between previ-
ous/predicted and actual inputs.

Fucuk Il: ENCODING OF DIFFERENCES INTO
NEURAL AcCTIVITY ON THE PoPuLATION LEVEL

Let’s move on from the cellular level to the popu-
lation level, and more specifically to the neurons
in the motor cortex. Georgopoulus and colleagues
(1986) demonstrated that the activity of a given
motor cortical neuron is changed depending
on the function of other motor neurons. While
each single neuron from the primary motor cor-
tex encodes a given, or preferred, direction of a
movement, it encodes this in relation to the other
neurons’ preferred directions. This means that
the single neuron also contains at least some of
the information from the respective others via
encoding its own activity relative to them.

This is further supported by Grammont and
Riehle (2003). They demonstrated that each
motor cortical neuron within a neuronal assem-
bly depends on its relationship to its respective
neighboring neuron. Whether, for instance, the
single neuron might synchronize its activity with

the other neurons’ activity depends on the single
neuronss relationship to its respective neighboring
neurons, while the latter’s degree of synchroniz-
ing activity depends, in turn, on the activity of
the former, and so on. Accordingly, the single
neurons activity cannot be considered by itself,
independent of and in isolation from the other
neurons. Instead, the single neuron’s activity can
be understood only when considering its relation-
ship to, that is, difference from, the other neurons.

Another example for the encoding of differ-
ences into neural activity is a study by Selezneva
and colleagues (2006) that concerns the sensory
rather than the motor cortex. They undertook
single-cell recordings in monkeys auditory
cortex during a decision task where only cer-
tain stimuli were associated with reward. The
data were analyzed in two different ways. The
single-cell recordings were first analyzed and
grouped across trials, categorized according to
the different stimuli. Since this did not yield any
correlation between the recorded neuronal activ-
ities and the behavioral effects (i.e., the decisions
about rewarding trials), they analyzed their data
in a different way. They no longer grouped the
neuronal activities according to the different cat-
egories of stimuli presented across trials. Instead,
they calculated the ratios between the actual and
the respectively preceding trials in a serial way.

Interestingly, the ratios—that is, the differences
in the firing rates between actual and preceding
trials—correlated with the behavioral, or reward-
ing, effects. This means that what is behaviorally
relevant is not so much the neural activity associ-
ated with a particular stimulus by itself, but the
difference in neural activity between actual and
preceding stimuli. In short, behavioral relevance
is here encoded in terms of differences rather than
in terms of the stimuli themselves independent
and isolated from each other (see Chapter 3 for
more detailed discussion of this study and how it
relates to difference-based coding).

Fucuk Ill: ENcoDING OF DIFFERENCES INTO
NEURAL AcTIVITY ON THE REGIONAL LEVEL

Let us move on from the cellular/popula-
tion level to the regional level of neural activ-
ity. Kayser and colleagues (2005) investigated
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cross-modal interaction in monkeys using func-
tional magnetic resonance imaging. They tested
for the effects of tactile stimuli on neural activity
in auditory cortex while concurrently presenting
auditory stimuli. Signifying cross-modal inter-
action, neural activity, especially in the auditory
cortex, was significantly enhanced by the con-
current presentation of tactile stimuli.

Most importantly, the resulting neural activ-
ity in auditory cortex was higher than could be
accounted for by the mere addition or super-
position of the ones associated with each—that
is, tactile and auditory—stimulus alone. They
concluded that there must be some non-linear
interaction in the auditory cortex during the
concurrent presentation of tactile and auditory
stimuli.

How is such non-linear interaction pos-
sible? “Non-linear” interaction implies that the
resulting neural activity during the interaction
between two (or more) different stimuli is either
stronger or weaker than the activity associated
with each stimulus alone. This implies that the
resulting neural activity cannot be based on the
encoding of the single stimulus alone and the
mere addition of the different stimuli’s activities
during their interaction. Such non-linear inter-
action implies that there must be some extra
ingredient that allows, enhances, or weakens
the resulting stimulus-induced activity beyond
the mere addition or summation of the differ-
ent stimuli’s activities. Where does this extra
ingredient come from? It cannot come from the
stimuli themselves. Instead, it must come from
the interaction itself: how the two stimuli inter-
act with each other and how their interaction is
encoded into neural activity.

The only way for their interaction to yield
non-linear stimulus-induced activity is by
encoding the spatial and temporal differences
between the different stimuli, the tactile and
auditory stimuli, into the neural activity of the
auditory cortex. The encoding of the spatial and
temporal differences between the auditory and
tactile stimuli may thus make possible the obser-
vation of non-linear changes in the subsequent
stimulus-induced activity.

In contrast, this would remain impossible if
both stimuli, auditory and tactile, were encoded
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into neural activity by themselves in an inde-
pendent and isolated and way. Accordingly,
non-linear interaction during cross-modal inter-
action presupposes the encoding of differences
between stimuli into neural activity on a regional
level rather than the encoding of the stimuli
themselves (see Chapters 10-12 for extensive
discussion of non-linearity and difference-based
coding).

Fucue IV: ENCODING OF SPATIAL AND
TempPoRAL DIFFERENCES BETWEEN DIFFERENT
STimuLl INTO NEURAL ACTIVITY

What do these different examples share? They all
concern the encoding of differences into neural
activity by linking and binding different stimuli.
In the case of the cell, different ions were inte-
grated and computed against each other. On the
population level, the spatially separated and/or
temporally preceding inputs or stimuli from the
other neurons were integrated into the neural
activity of the single neuron. Finally, auditory
and tactile stimuli were integrated and encoded
against each other in the auditory cortex on the
regional level of neural activity.

What is common among the various exam-
ples is the encoding of differences between differ-
ent inputs or stimuli into neural activity. Rather
than encoding the stimuli themselves indepen-
dently and isolated from each other, the differ-
ences between different stimuli are encoded into
neural activity. By encoding their differences
into neural activity, the different stimuli are
linked and integrated like, as in our examples,
the stimuli from the preceding trial, the stimuli
from other motor neurons, or the stimuli from
another sensory modality.

How are such linkage and integration
between different stimuli possible? The stimuli
occur at different points in physical space and
time. This means that their underlying different
points in physical time and space must be linked
and integrated in order to encode the difference
between different stimuli into neural activity.

Rather than the discrete points in physical
time and space themselves, the spatial and tem-
poral differences between the different stimuli
and their discrete points in physical time and
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space are then encoded into neural activity.
Accordingly, the differences encoded into neural
activity can be further specified as temporal and
spatial differences between the different stimuli’s
discrete points in physical time and space.

Before going on, we have to make a brief
remark about the notion of “physical time
and space” as understood here. When I speak
about “different stimuli’s discrete points in
physical time and space,” I presuppose a very
simple determination of the concept of “physi-
cal time and space” Physical time and space
are here meant to denote the way we observe
the stimuli in time and space from the outside
in a third-person perspective in an objective
way. This means that the concept of “physi-
cal time and space” is closely tied to objective
third-person observation.

That is to be distinguished from the way
physics investigates and considers the various
processes of how time and space themselves are
generated as such. Throughout this and the sec-
ond volume, the concept of “physical time and
space” is supposed to signify an observer-based
notion, while it does not pertain to the genera-
tion of time and space as investigated in physics.

Fucue V: Low-FREQUENCY FLUCTUATIONS
AND FuncTioNAL CoNNECTIVITY ENCODE
SPATIAL AND TEMPORAL DIFFERENCES ON THE
ReGioNAL LEVEL oF NEURAL AcTIVITY

How can the brain encode temporal and spatial
differences between different stimuli into its neu-
ral activity on a regional level? I postulate that this
is possible by neuronal measures like functional
connectivity and low-frequency fluctuations that
operate in the spatial and temporal dimensions
on the regional level of neural activity.

I suggest that low-frequency fluctuations
are one neuronal measure that encodes tem-
poral differences between different stimuli into
neural activity. The phrase “low-frequency
fluctuations” describes spontaneous changes or
fluctuations in the neural activity in a frequency
range from around 0.001 to 1Hz. By showing
such a low-frequency range, low-frequency fluc-
tuations can be characterized by relative long
phase durations, which may be ideally suited to

integrate and thus encode temporal differences
between different stimuli into neural activity. We
will see later that such temporal integration is
indeed central in constituting the brain’s intrin-
sic activity (see Chapter 5) as well as conscious-
ness, especially “inner time consciousness” (see
Chapters 14 and 15).

In addition to temporal integration, there
is also spatial integration, for which functional
connectivity may be central. Functionally, con-
nectivity describes the correlation between
two or more different, spatially distant regions’
neural activities across time. Such correlation,
or functional connectivity, can, as I suggest, be
considered the result of prior encoding of spatial
differences between different stimuli into neural
activity (as it will be detailed in Chapters 4 and
11; see also Chapter 16 in Volume II with regard
to consciousness).

Fucute VI: DirrereNce-Basep CopING

/" ” !’
As “CommoN CurreNcy” oF THE BRAIN'S
NEURAL AcTIvITY ON DIFFERENT LEVELS

One may now wonder why I described these dif-
ferent examples. Despite describing different lev-
els—cellular, population, and regional—they all
share the characteristic that the resulting neural
activity is based on the encoding of differences
between different stimuli rather than being based
on the stimuli themselves. Differences may thus
be the shared and common metric or measure
between the different levels of neural activity.
Therefore, one may speak of “difference-based
coding” (see Fig. I1-1a).

What do I mean by “differences” as com-
mon metric or measure? The notion of differ-
ence applies to different kinds of differences: the
difference between different stimuli, as in
cross-modal interaction; the difference between
previous and actual states of the single cell; or
the difference between different cells. Though
describing different levels of neural activity, the
formal metric or measure determining and con-
stituting the respectively resulting neural activity
is the same in all instances. Accordingly, spatial
and temporal differences are the formal metric
or measure that applies throughout the different
levels of neural activity.
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(a) Difference-based coding
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Figure 11-1 Different Models of Neural Coding. The figure depicts two different models of neural
coding: difference-based coding (a) and stimulus-based coding (b). The upper part in each figure illus-
trates the occurrence of stimuli across their different discrete points in physical time and space, indi-
cated by the vertical lines. The lower part in each figure (with the bars) stands for the action potentials/
firing rates/regional activity levels as elicited by the stimuli, with the blue arrow describing the link
between stimuli and neural activity. (a) In the case of difference-based coding, the stimuli and their dis-
crete points in physical time and space are compared, matched, and integrated with each other. In other
terms, the spatial and temporal differences between the different stimuli are computed as indicated by
the dotted lines. The degree of spatial and temporal difference between the different stimuli’s spatial
and temporal positions does in turn determine the degree of the resulting neural activity. The differ-
ent stimuli are thus dependent on each other during their encoding into neural activity. Hence, there
is no longer a one-to-one correspondence but rather a many-to-one relationship between stimulus and
neural activity. (b) This is different in the case of stimulus-based coding. Here each stimulus, includ-
ing its respective discrete point in physical space and time, is encoded into the brain’s neural activity.
Most importantly, unlike in difference-based coding, each stimulus is encoded by itself, isolated and
independent of the respective other stimuli. This results in one-to-one matching between stimuli and
neural activity.
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Based on these considerations, I suggest the
following hypothesis. I postulate that spatial and
temporal differences between different stimuli
rather than the stimuli themselves are the com-
mon measure or metric in the brain’s encoding of
neural activity. This amounts to what I describe
as difference-based coding as the brain’s general
encoding strategy. Difference-based coding can
thus be considered the “common code,” “com-
mon currency, or ‘common language” between
the different levels of neural activity.

Let me explicate what exactly I mean by
“common code” or “common currency.” It does
not matter whether the encoding concerns the
difference between two regions’ neural activi-
ties, the difference between preceding and actual
states, the differences between different cells, the
differences between rest and stimuli, and so forth.
What instead is important here is the purely for-
mal measure or metric that the brain applies to
all kinds of stimuli, levels, and functions in order
to encode them into neural activity.

I suppose difference-based coding to be such
a formal measure or metric. Therefore, I postu-
late that difference-based coding applies to the
different levels, the different functions, and all
kinds of stimuli during their generation of neu-
ral activity. In short, I suggest that any neural
activity in the brain is generated on the basis of
difference-based coding.

How can we illustrate the central role I attri-
bute to difference-based coding as the brains
neural code? Let us consider an analogous exam-
ple from biology. The DNA molecule is consid-
ered the genetic code, the code that transmits
the information of our genes and, to be more
precise, how any kind of information is encoded
into our genes. In short, DNA is the “currency”
of our genes. As we all know, this opened the
door for us to understand the nature of life.

Analogously, I regard difference-based cod-
ing to be the neural code, the code that transmits
and transfers and therefore encodes any kind of
information into the neural activity of the brain.
Such encoding of spatial and temporal differences
into neural activity needs to be distinguished
from the encoding of the stimuli themselves,
which would amount to stimulus-based coding
(see Chapter 1 and 2 in this volume).

To put this in a nutshell, differences rather
than stimuli are the “currency” of our brains
neural activity. This will open the door for us
to understand, not only the nature of our brain,
but also how it generates consciousness, as I will
claim in Volume II.

OBjecTION |A: DiFFeRENCE-BASED CoDING
VERsus STiMuLus-Basep CobING

How, now, can we distinguish difference-based
coding from other forms of neural coding?
Differences as formal measures or metrics are
characterized by linking and connecting differ-
ent discrete points in physical time and space; the
encoded neural activity is thus based on spatial
and temporal differences. Such encoding of tem-
poral and spatial differences into neural activity
is the hallmark feature of what I described as
difference-based coding.

However, neural activity could also be
encoded in ways other than in terms of spatial
and temporal differences. Instead of being based
on the spatial and temporal differences between
different discrete points in physical time and
space, neural activity may rather be traced back
to the discrete and single points themselves as
they are related to the occurrence of the stim-
uli. The encoded neural activity would then be
based on the single stimuli themselves rather
than on their spatial and temporal differences.
This entails stimulus-based coding rather than
difference-based coding.

What is “stimulus-based coding”? The con-
cept of stimulus-based coding posits that the
formal metric or measure that encodes neural
activity is the stimulus itself. Very much like
the concept of difference (see earlier), the term
“stimulus” applies here to different levels, func-
tions, and stimuli of different origins. The notion
of “stimulus” is thus understood here in a purely
formal way, in the sense of an input.

Unlike difference-based coding that refers to
temporal and spatial differences between differ-
ent stimuli, stimulus-based coding is based on
the encoding of the single stimuli: This means
that the single stimulus’ discrete temporal
and spatial point in physical time and space is
encoded by itself, independently of other stimuli
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and their respective spatial and temporal posi-
tions (see Fig. I1-1b).

Is such stimulus-based coding empirically
plausible? Given the examples discussed earlier,
one is inclined to opt in favor of difference-based
coding rather than stimulus-based coding. This
will be further supported by the various examples
I will cite and describe throughout this volume
that all serve the purpose of lending empirical
plausibility to the hypothesis that difference-based
coding is the neural code of the brain.

OBjecTION IB: BALANCE BETWEEN
DirrereNcE-BAsED CODING AND
STimuLus-Basep CobpING

However, as we all know only too well, nothing is
easy when it comes to the brain. Difference-based
coding can occur in different degrees and thus
in a “more-or-less” and continuous way, rather
than in an all-or-nothing way. This means that
there may neither be 100% difference-based cod-
ing and 0% stimulus-based coding, nor 0% and
100% stimulus-based coding. We will see later
that difference-based coding may indeed occur
in different degrees and is thereby reciprocally
related to the degree of stimulus-based coding.
Their balance is supposedly modulated by the
resting-state activity level that provides a thresh-
old for the possible degree of difference-based
coding (see Chapter 11).

Higher degrees of difference-based coding
entail lower degrees of stimulus-based coding,
and vice versa. While this may be not impor-
tant in the healthy subjects, it may, however,
be highly relevant in neurological and psychi-
atric disorders. For instance, psychiatric disor-
ders like schizophrenia and depression may be
characterized by an abnormal balance between
difference-based coding and stimulus-based
coding (see Chapters 22 and 27 in Volume II).
I will hypothesize that the balance between
difference- and stimulus-based coding may be
central in generating the kind of rather bizarre
behavior and symptoms that schizophrenic
patients, especially, show (see Chapter 22).

Besides such behavioral relevance, the balance
between difference- and stimulus-based cod-
ing may also be phenomenally relevant; that is,
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relevant for consciousness. A neurological disor-
der like the vegetative state (VS), where patients
lose consciousness, may be characterized by an
abnormally high degree of stimulus-based cod-
ing. The degree of difference-based coding and
its balance with stimulus-based coding may thus
be highly relevant for consciousness; that is, phe-
nomenally relevant. Why that is so and how this
is neuronally mediated will be discussed in full
detail in Chapters 28 and 29 in Volume II.

OsjecTioN llA: DuALism BETWEEN
DIFFERENCE- AND STIMULUS-BASED CopING

One may now be rather puzzled that I suppose
the brain’s neural activity to be based on differ-
ences across various, discrete points in physi-
cal time and space rather than on the stimuli
themselves and their single discrete points in
physical time and space. Why is that puzzling?
It sounds rather counterintuitive that the brain
encodes its neural activity in terms of differences
between stimuli rather than encoding the stimuli
themselves.

Why counterintuitive? Onewouldintuitively sug-
gest that the stimuli are first encoded by themselves,
for example, in a stimulus-based way, on the lower
level of the sensory cortex before any differences
between stimuli, such as difference-based coding,
can be generated as, for instance, on a higher level of
neural activity in prefrontal cortex. Stimulus-based
coding must precede difference-based coding. In
other words, difference-based coding may well be
possible, but only in higher-order regions on the
basis of prior stimulus-based coding in lower-order
regions. One would thus propose dualism between
difference- and stimulus-based coding rather than
difference-based coding as the sole neural code of
the brain.

Does stimulus-based coding indeed precede
difference-based coding? No!. I will argue that
there is difference-based coding right from the
very beginning of the brain’s neural processing.
This implies that any neural activity is encoded
(to a higher or lower degree) in terms of spatial
and temporal differences. To recruit empirical
support for that rather radical hypothesis, I will
discuss various lines of evidence on both the cel-
lular and the regional levels of neural activity
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in this volume. This will lend support to the
hypothesis that difference-based coding already
holds in sensory cortex during the encoding of
sensory stimuli (see Chapters 1-3 and 10-12).

OsjecTioN 1IB: DIFFERENCE-BASED
CODING IS A STATISTICALLY BASED
ENCODING STRATEGY

What is encoded into neural activity in sensory
cortex is not the single stimulus itself and its
distinct features in an isolated and independent
way. Instead, what is encoded into sensory corti-
cal activity (and any kind of neural activity by
default, as I suggest) are the spatial and temporal
differences between the same or different sen-
sory stimuli (and their features).

The encoding of spatial and temporal dif-
ferences mirrors the statistical frequency dis-
tribution of the stimuli and thus their “natural
statistics” (Barlow 2001; and see Chapter 1 in
this volume for details). I will show in detail
in Chapters 1 and 2 how such encoding of the
stimuli’s natural statistics is possible only on the
basis of the encoding of spatial and temporal dif-
ferences—that is, difference-based coding—into
neural activity on the cellular level.

I postulate that the encoding of neural activ-
ity in terms of difference-based coding is closely
aligned with the encoding of the stimuli’s sta-
tistical frequency distribution, their natural sta-
tistics. Therefore difference-based coding must
be considered a statistically based encoding
strategy.

Thisistobedistinguished from stimulus-based
coding. Rather than encoding the stimuli’s natu-
ral statistics, the stimuli themselves and their
physical features are here encoded into neural
activity. Stimulus-based coding can thus be char-
acterized as a physically based encoding strategy
as distinguished from a statistically based encod-
ing strategy.

OsjecTioN lllA: DiFrereNces CANNOT
Encope THE BRAIN'S NEURAL ACTIVITY

One may want to bring forth another argument
against difference-based coding by reverting to
physics. Since the brain is a physical organ and

determined by physical processes, it must con-
form to the laws of physics. Usually, one would
assume that physical processes and activities are
based on the encoding of single physical vari-
ables and their respective physical measures in
an isolated and independent way. For instance,
one would expect that single discrete points in
time and space are encoded separately and inde-
pendently of each other. The respective physi-
cal variables are this encoded as isolated and
non-relational entities.

What does this imply for the neural code
within the context of the brain? Since the brain’s
neural activity is physical, the neural code
must abide to the laws of physics and encode
the stimuli as isolated and non-relational enti-
ties into neural activity. That, however, is pos-
sible only when presupposing stimulus-based
coding rather than difference-based coding
as a relationally determined encoding strat-
egy. Accordingly, physics itself seems to make
the assumption of stimulus-based coding
necessary.

This, however, is to neglect the fact that phys-
ics is not as simple as we often think. Physical
processes and activities can well be based on
relations between different physical variables
and thus be relationally determined. This is well
described in the following quote by Wolfgang
Koehler (1887-1967), the founder of Gestalt
psychology, who was born in Germany and
moved later to the United States:

“I will therefore add that relationally determined
processes are extremely common in physics. For
instance, if temperatures differ in two parts of a
system, a current of heat energy is established
which tends to equalize the temperatures. The
direction of the flow depends upon the direc-
tion of the difference, and in the absence of any
difference, there is no flow. Similarly, if a solu-
tion which contains certain molecules is sur-
rounded by a second solution which contains
these molecules in a different concentration,
a current of diffusion will be observed, unless
the solutions are separated by an impermeable
barrier. The current flows as long as the con-
centration differ[s]. Thus it is again a relation of
inequality between the two parts of the system
which maintains the process.” (W. Koehler 1967,
pp. 209-210)
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OsjecTiON I11B: DIFFERENCE-BASED
CoDING IS A RELATIONALLY DETERMINED
ENCODING STRATEGY

What does the quote from Koehler tell us? He is
saying that physical processes and their respec-
tive activities can well be constituted by and
based on differences and thus be relationally
determined. Most important, we can apply that
lesson to the brain. In the same way as physical
activity can be relationally determined, the brain
can encode its neural activity in a relationally
determined way.

Such relationally determined encoding strat-
egy is suggested by difference-based coding
when it postulates the encoding of spatial and
temporal differences that signify the relations
between different stimuli into neural activity. In
sum, physics does not exclude difference-based
coding as a relationally determined encoding
strategy but rather supports it, by showing the
existence of relationally determined processes
and activities in the physical world.

How about the counterintuitive nature of
the relationally determined nature of the brain’s
neural activity? The encoding of neural activ-
ity in terms of spatial and temporal differences
between different stimuli may seem rather
repugnant to common sense. Why is this? Before
differences between stimuli can be yielded in
neural activity, the single stimuli themselves
must be encoded into neural activity.

Stimulus-based coding should thus precede
difference-based coding. That, however, is nei-
ther empirically implausible as indicated earlier,
nor is it really counterintuitive, given that both
quantum mechanics and general relativity the-
ory in physics are supposed to be highly counter-
intuitive to common sense (see the philosopher
P. M. Churchland 2012, p. 274, who makes this
argument).

OsjecTioN IVA: “THEORY OF BRAIN
AcTiviTy” VERsus “THEORY OF
BraiN FuncTiON”

My focus in this volume is on how the brain’s
neural activity is generated by using a particu-
lar encoding strategy: difference-based coding
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as distinguished from stimulus-based coding.
As detailed earlier, I suppose that any kind of
neural activity is generated by encoding spa-
tial and temporal differences between different
stimuli rather than the stimuli themselves and
their different discrete points in physical time
and space. Since it concerns the generation of
the brain’s neural activity as such, my hypothesis
of difference-based coding amounts to a “theory
of brain activity”

What do I mean by “theory of brain activ-
ity”? The concept of “theory of brain activity”
describes how the brain generates and encodes
neural activity. The theory of brain activity is
thus about neural activity as such. A theory of
brain activity in this sense must be distinguished
from a “theory of brain function” Rather than
concerning the generation and encoding of neu-
ral activity, a theory of brain function focuses
on how the brain’s neural activity generates
and constitutes different functions like sensory,
motor, cognitive, and affective functions, as well
as consciousness.

Recent theories of brain function include,
for instance, re-entrant processing (Edelman
2003, Seth et al. 2006); information integration
(Tononi 2004; Tononi and Koch 2008); global
workspace and global neuronal workspace
(Baars 2005; Dehaene and Changeux 2011); the
concept of free energy (Friston 2010); prediction
generation (Llinas 1998, 2002; Friston 2010);
and neuronal synchronization (Crick and Koch
2003; Singer 1999, 2009; Llinas 1998), to name
just a few. Since most of these theories of brain
function have been developed in close relation-
ship to consciousness, I will discuss them and
how they stand compared to difference-based
coding in Volume II of Unlocking the Brain.

OsjecTioN 1VB: “THEORY OF BRrAIN
AcTiviTy” PRecepes “THEORY OF
Brain FuncTiON”

How does a “theory of brain function” stand
in relation to a “theory of brain activity”? Any
theory of brain function presupposes a certain
kind of neural activity, since, without the brain’s
neural activity, no function including conscious-
ness could be performed at all. By focusing on
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how the brain yields the various functions like
sensory, motor, cognitive, or affective functions,
their neural activity is simply taken for granted
and thus, as given.

The mechanisms and encoding strategy that
allow the generating of the observed neural
activity during these functions are thus neglected
and not investigated by themselves in a theory
of brain function. This is different in a “theory
of brain activity” Here, the brain’s neural activ-
ity and how it is generated and encoded come
under scrutiny by themselves. For that purpose,
different encoding strategies like difference- and
stimulus-based coding are discussed and investi-
gated with regard to their empirical plausibility;
that is, their neuronal plausibility.

Moreover, we will investigate whether the
observed behavior and the various sensory,
motor, affective, and cognitive functions of the
brain and their respective stimulus-induced or
task-related activities presuppose a particular
encoding strategy. The different functions of the
brain can thus serve to illustrate the brain’s encod-
ing strategy. This distinguishes a “theory of brain
activity” from a “theory of brain function” where
the brain’s various functions are by themselves
the primary target and thus the departure point.

OsjecTION V: CRITERIA FOR A
Future THEORY OF BRAIN AcTIVITY

How could a future theory of brain activity look
like? T want to briefly discuss the hallmark fea-
tures and criteria for a future theory of brain
activity. Following David Marr (1982), a “general
computational theory of the nervous system”
should meet three criteria:

(1) The theory needs to determine a single com-
putational mechanism; that is, a specific neu-
ral code, that is broad and general enough
to apply to the nervous system across differ-
ent domains and levels (see also Logothetis
2008, 2010; Logothetis et al. 2009).

(2) The theory should be specific enough to
define such a computational mechanism in
terms of both format and algorithm so as to
account for how any kind of neural activity is
realized and implemented.

(3) The theory should sufficiently specify the
cellular, biochemical, molecular, and physi-
cal processes underlying the observed neural
activity with respect to the postulated com-
putational mechanism (that is, the proposed
coding mechanism).

The hypothesis of difference-based coding
aims to tentatively meet the following three
criteria:

(1) It is broad and general enough to apply to
the different levels of neural activity—cellu-
lar, population, and regional—of the brain.
This is possible because it does not describe
specific contents (see Chapters 18 and 19
in Volume II for a more exact determina-
tion of the notion of “content”) but rather a
formal metric or measure (i.e., spatial and
temporal differences) as the computational
mechanism that constitutes and generates
and thus encodes any kind of neural activity
in the brain.

(2) At the same time, difference-based coding is
specific enough to describe the neuronal and
computational mechanisms that are at work
in the different functions of the brain: sen-
sory, motor, cognitive, affective, and social.
While this will not be described here in a
systematic way, it at least will be illustrated
by various examples from different functions
throughout this (and the second) volume of
Unlocking the Brain.

(3) Finally, I postulate that difference-based
coding in this sense is constituted by the
excitation-inhibition balance (EIB), which
biochemically is closely related to the bio-
chemical substances GABA and glutamate
(see Chapters 2, 6, and 12 of this work).
I postulate that GABA and glutamate are
central in constituting spatial and temporal
differences, so I will here focus on these two
transmitters. In contrast, I will neglect the
many others transmitter (serotonin, dopa-
mine, acetylcholine, etc.) that may modulate
the degree of differences rather than consti-
tute the encoding of spatial and temporal
differences by themselves (as GABA and
glutamate) into neural activity.
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OBsjecTION VI: No NEeD FoR “THEORY” IN
THE “THEORY OF BRAIN AcTivITY”

One may now want to complain that
difference-based coding as the brain’s neural
code is way too abstract and theoretical and thus
too removed from the empirical data. However,
reading through the different parts of this book
will put the hypothesis of difference-based cod-
ing as the brain’s neural code into a more empiri-
cal context. I will provide more empirical detail
in the four parts in this volume whereas its rel-
evance for consciousness will be discussed in
Volume II.

But why start with all the theory instead of
just describing the empirical data? Any theory is,
after all, only as good as the empirical data that
support it. However, it is often forgotten that the
reverse holds true, too; namely, that the empiri-
cal data are only as good as the theory.

Despite the enormous increases in empirical
data in neuroscience these days, we still lack a
coherent theory, a theory of brain activity. Such
theoretical deficit has been observed by some of
the most prominent neuroscientists of our time,
like N. Logothetis (2010), G. Buzsaki (2006,
pp. xii-xiii), E. R. John (2006), W. J. Freeman
(2007, 2011), and R. G. Shulman (van Eijsden
et al. 2009). As Nikos Logothetis puts it: “But,
as I said in the beginning, in the end what we
need are not necessarily more data but a theory
and a plausible theoretical context within which
data can be better (and more intelligently) inter-
preted” (2010, p. 175).

Therefore, sometimes it may be better to
think about the theoretical background assump-
tions than to conduct the next experiment. Why?
This is not just to resolve a deficit in theory and
to interpret the same data in different ways. Even
more importantly, it is to reveal some hidden
presuppositions that may lead to novel and dif-
ferent kinds of experimental designs. That is the
prime and major aim of this book: to let novel
hypotheses and different experimental ideas
evolve from theoretical reflection about the
brain’s encoding of neural activity.

We recall from physics at the beginning of the
twentieth century. At that time, ground-breaking
empirical discoveries were closely linked with
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novel theoretical assumptions, as, for instance,
in the relativity theory and quantum physics.
Another example of the tight linkage between
theoretical reflection and empirical discoveries
is the science of the other organs of the body.
Once we had an established theory of the heart
as a pumping organ, or a theory of the kidney’s
function as blood-washing organ, we could
much better understand why the heart and the
kidney do what they do, which in turn led to
novel experimental designs and research.

I now propose the same to hold in the case
of the brain. Here, too, empirical discovery and
theoretical reflection have to go hand-in-hand.
This is the aim and purpose of this volume. That
in turn provides the groundwork for a novel
approach, both experimentally and theoretically,
to consciousness as one of the main puzzles and
mysteries in current neuroscience. This will be
the focus in Volume II

APPROACH TO THE BRAIN lA: EXTRINSIC
VERsUS INTRINSIC FEATURES OF THE BRAIN

I characterize the brain by the application of a
particular encoding strategy, difference-based
coding as distinguished from stimulus-based
coding. Such an encoding strategy must be traced
back to the brain itself: it is the input that the brain
itself provides to the generation and processing of
its own neural activity. Since it can be traced back
to the brain itself, its encoding strategy—namely,
difference-based coding—must be considered an
intrinsic feature of the brain.

The brain’s intrinsic input to its neural activ-
ity must be distinguished from the intero- and
exteroceptive stimuli and their origin in the
body and the environment. Since they origi-
nate outside the brain, their input can be char-
acterized as extrinsic rather than intrinsic. The
stimulus-induced activity as related to the vari-
ous stimuli and functions must therefore be
considered an extrinsic rather than intrinsic
feature of the brain. While the extrinsic features
of the brain, and thus its stimulus-induced or
task-related activity, are extensively investigated
these days, my focus is more on the brain’s intrin-
sic features and how they impact the extrinsic
features.
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What are the intrinsic features of the brain?
The intrinsic features are the characteristics or
aspects of the brain’s neural processing (like its
encoding strategy) whose origin must be traced
back to the brain itself and its insides. This is to
be distinguished from extrinsic features whose
origin is “located” outside of the brain, as in
body or environment (see also the Introduction
in Volume II of this book for more details on the
distinction between intrinsic and extrinsic fea-
tures of the brain).

There is yet another intrinsic feature of the
brain besides its encoding strategy. The brain
shows spontaneous activity that remains inde-
pendent of any extrinsic stimulus input. Such
spontaneous activity has also been called
“intrinsic activity” or “resting-state activity” (see
Chapter 4 for conceptual and empirical details).
The brain’s resting-state activity has recently
become particularly relevant, especially in the
context of neuroimaging and its detection of
the default-mode network (DMN) (see Raichle
et al. 2001; Raichle 2009, 2010; Northoft et al.
2010; Northoff and Bermpohl 2004) (and see
Chapter 4 for details).

Since it originates in the inside of the brain
and remains independent of extrinsic stimuli,
the brain’s intrinsic activity may be consid-
ered an intrinsic feature of the brain. The
exact role and function of the brain’s intrinsic
activity and how it is related to its extrinsic
activity, the stimulus-induced or task-related
activity, remain unclear these days, however.
Interestingly, the debate about their relation
can be traced back to different views of the
brain in neuroscience at the turn of the nine-
teenth-twentieth century.

APPROACH TO THE BRAIN IB: EXTRINSIC
VERsus INTRINSIC ViEws oF THE BRAIN

One view of the brain, favored by the British
neurologist Sir Charles Sherrington (1857-
1952), proposed the brain and the spinal cord to
be primarily reflexive. “Reflexive” means that the
brain reacts in predefined and automatic ways to
stimuli: the stimuli from the outside of the brain,
originating extrinsically in either body or envi-
ronment, are assumed to determine completely

and exclusively the subsequent neural activity.
The resulting stimulus-induced activity, and
more generally, any neural activity, in the brain
is then traced back to the extrinsic stimuli. One
may therefore speak of what I describe as the
“extrinsic view” of the brain (see Fig. I12-a).

An alternative view, however, was already sug-
gested by one of Sherrington’s students, Thomas
Graham Brown. In contrast to his teacher, he
suggested that the brains neural activity—that
is, in spinal cord and brain stem—is not pri-
marily driven and sustained by extrinsic stimuli
from the outside of the brain; that is, the body
and environment. Instead, he held that the spi-
nal cord and brain stem do show spontaneous
activity that originates within the brain and thus
intrinsically.

Other neuroscientists, like Karl Lashley,
Kurt Goldstein, and Wolfgang Koehler, fol-
lowed Brown’s line of thought and proposed
that the brain shows intrinsic activity. This leads
me to speak of an “intrinsic view” of the brain.
The distinction between extrinsic and intrinsic
views of the brain is nicely illustrated in the fol-
lowing quote by the early German neurologist
Kurt Goldstein in his book The Organism, which
appeared originally in 1934 (Goldstein 2000):
The system is never at rest, but in a continual state
of excitation. The nervous system has often been
considered as an organ at rest, in which excita-
tion arises only as a response to stimuli. This was
due to the fact that only those phenomena that
became particularly pronounced on stimulation
were considered as expression of the processes in
the nervous system. The fact that the nervous sys-
tem is continuously under the influence of stim-
uli and is continually excited was overlooked. It
was not recognized that events that follow a defi-
nite stimulus are only an expression of a change
of excitation in the nervous system, that they
represent only a special pattern of the excitation
process. This assumption of a system at rest was
especially favoured by the fact that only the exter-
nal stimuli were considered. Too little attention
was given to the fact that the organism is con-
tinuously exposed, even in the apparent absence
of outward stimuli, to the influence of inter-
nal stimuli—influences that may be of highest
importance for its activity, for example, the effect
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Stimulus-induced activity: Result
of Stimulus-Stimulus interaction

Brain itself has No SAY in
what happens in the brain!

Intrinsic (resting
state) activity

(b) I >

Stimulus-induced activity : Result
of Rest-Stimulus Interaction

Brain itself has a Strong SAY

in what happens in the brain!
Figure 11-2 Extrinsic Versus Intrinsic View of the Brain. The figure illustrates two views of the brain,
the brain’s neural activity as purely determined by the extrinsic stimuli (a), and by both the brain’s
intrinsic activity and the extrinsic stimuli from the environment (b). The painting on the left in both fig-
ures shall illustrate the stimuli from the environment, while the brain in the middle stands for the brain.
The grey line within the brain itself in (b) shall symbolize the brain’s intrinsic activity, its resting-state
activity, which as such remains independent of extrinsic stimuli from the environment. The bar diagram
on the far right on both figures stands for the neural activity we observe once the person and its brain
encounter the stimuli from the environment. (a) In the case of a purely extrinsic view of the brain,
the observed stimulus-induced activity is exclusively and completely determined by the stimulus itself;
the brain is passive and functions more or less like an automatic and reflex-like machine. Any neural
activity in the brain can be traced back to stimuli and their interactions with each other; i.e., stimulus—
stimulus interaction. The brain itself has thus no say in what happens in the brain. (b) This is different
once one assumes intrinsic activity in the brain itself; i.e., in the resting state. In this case, the observed
stimulus-induced activity results from the interaction between brain and stimuli amounting to rest-
stimulus interaction. The brain itself has thus a strong say in what actually happens in the brain during
its encounter with extrinsic stimuli from the environment (and the body).
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of stimuli issuing from the blood, the importance
of which was particularly pointed out by Thomas
Graham Brown. Our view has received support
by the investigation of the action currents of the
brain, for as has been shown that even while the
organism is not exposed to any external stimuli
regular excitation processes occur in the brain.
Stimulation appears in the curves rather as a
disturbance of the regularity of the currents.
(Goldstein 2000, pp. 95-96).

Why is the distinction between intrinsic
and extrinsic views of the brain relevant? The
assumption of intrinsic activity generated inside
the brain itself has major implications for how
we conceive of, view, and approach the brain’s
neural activity. What we as outside observ-
ers describe as “stimulus-induced” activity and
usually associate with the extrinsic stimulus
itself must, from the inside of the brain itself,
be regarded as the hybrid result of a specific
interaction between the brain’s intrinsic activ-
ity and the extrinsic stimulus. In other words,
stimulus-induced activity must be traced back
to what we recently described as “rest-stimulus
interaction” (see Northoff et al. 2010; see also
Chapters 11 and 12 in this Volume for details)
(see Fig. I12-b).

Which view of the brain do I follow here?
Rather than subscribing to either the intrinsic
or extrinsic view, my aim is to understand the
brain’s intrinsic features and thus how the brain
encodes neural activity in general and how that
affects both intrinsic and extrinsic activity. I pos-
tulate that we can understand the brain’s extrin-
sic features, its stimulus-induced or task-related
activity, only when we sufficiently investigate its
intrinsic features; that is, its encoding strategy
and intrinsic activity. This, I claim, will not only
shed a novel light on the brain’s neural activity
but also on consciousness and how it is yielded
by the brain, as will be discussed in Volume II.

APPROACH TO THE BRAIN
lla: ENERGY AND INTRINSIC ACTIVITY

This has been a rather abbreviated history of
neuroscience. How about the present? The
dichotomy between intrinsic and extrinsic views

of the brain is still as controversial and has most
recently resurfaced, especially in functional
brain imaging (see, for instance, Raichle 2009,
2010). Let’s start with the extrinsic view.

Many domains of neuroscience, ranging from
cellular, to regional, to behavioral levels of the
brain, rely on the experimental application of
specific stimuli and tasks to probe neural activ-
ity. By comparing different stimuli and tasks, the
resulting differences in neural activity are asso-
ciated with the respective stimuli or tasks. This
means that the experimental requirements may
predispose and pull us toward an extrinsic view.
The extrinsic view has been most predominant
in behaviorism, which, according to authors like
Jaak Panksepp (see Panksepp 1998, 2011a and
2011b; Cromwell and Panksepp 2011), finds its
continuation in the cognitive and social neuro-
science of our days.

However, the extrinsic view of the brain
recently been challenged on
metabolic-energetic and neuronal (and behav-
ioral) grounds. Even in the resting state—that
is, in the absence of any specific extrinsic stimuli
from either body or environment—the brain
showsarather high degree of metabolic-energetic
consumption, with about 20% of the body’s
overall energy budget (and oxygen fraction)
(see Shulman et al. 2003, 2009b; Hyder et al.
2006; van Eijsden et al. 2009; Raichle et al. 2001;
Raichle 2009, 2010).

This is even more remarkable given that the
brain accounts for only 2% of the total body
weight. Most important, the major part of that
20%—namely, 80% of the total brain’s energy
budget—is invested in the resting-state activ-
ity, while the stimulus-induced activity only
requires an incremental increase of up to 20%. If
the brain’s invests so much energy to do its own
intrinsic activity, there must be something spe-
cial about it.

has most

APPROACH TO THE BRAIN
l1B: INTRINSIC ACTIVITY AND SPATIAL
(AND TEMPORAL) STRUCTURE

The assumption of the special nature of the
brain’s intrinsic activity has been further
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propelled by the detection of a particular set
of regions, the default-mode network (DMN),
which includes various anterior and posterior
cortical midline structures as well as the bilat-
eral posterior parietal cortex (see Raichle et al.
2001; Raichle and Gusnard 2005; Gusnard and
Raichle 2001; Buckner et al. 2008). The DMN
shows high metabolism in the resting state that
is defined by the absence of any specific extrinsic
stimuli; such high metabolism is accompanied
by a particular configuration of functional con-
nectivity that distinguishes it from other neural
networks (salience network, executive network,
sensorimotor networks, etc.; see Menon 2011;
see Chapters 4-6 in this volume for details).

However, spontaneous and thus intrinsic
activity in the brain is not limited to the DMN.
Other regions outside the DMN also show
spontaneous neural activity that is indepen-
dent of any extrinsic stimuli. This has been,
for instance, demonstrated in the auditory and
visual cortex, the thalamus, the hippocam-
pus, the olfactory cortex, the cortical midline
regions, the prefrontal cortex, the motor cor-
tex, and other subcortical regions like the brain
stem and the midbrain (Hunter et al. 2006;
Wang et al. 2008; Freeman 2007, 2011; Buzsaki
2004, 2006, 2007; Buzsaki and Draguhn 2004;
Llinas 1998, 2002; Panksepp 1998, 2011a and
2011b; Arieli et al. 1996; Singer 1999, 2009;
Fries et al. 2007; Fries 2005, 2009; Raichle
et al. 2001; Greicius and Menon 2004; Fox and
Raichle 2007; Fox et al. 2005, 2006).

What can we take away from this quick glance
(see Chapters 4-6 herein for more details) over
the most recent results about the brain’s intrin-
sic activity? There is plenty of empirical evidence
for intrinsic activity throughout the whole brain.
The intrinsic activity seems to show though
a certain spatial structure as it is evidenced by
different neural networks like the default-mode
network, the sensorimotor network, the salience
networks, and the central executive network (see
for instance Menon 2011 as well as Chapter 4
in this volume). Furthermore there seems to be
a temporal structure where low and high fre-
quency fluctuations of neural activity are linked
and integrated with each other (see Lakatos et al.
2008 as well as Chapter 5 for details).
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The intrinsic activity’s spatial and temporal
structure remains to be determined, as it will be
the focus in Chapters 4 through 6. Most impor-
tantly, I will postulate in Volume II that the spa-
tial and temporal structure of the brain’s intrinsic
activity proves crucial in understanding how the
brain can associate consciousness and its phe-
nomenal features with the otherwise purely neu-
ronal stimulus-induced activity.

APPROACH TO THE BRrAIN IlI:
“INTRINSIC-EXTRINSIC VIEW” OF THE BRAIN

Which view holds—the intrinsic or the extrin-
sic one? Rather than cashing out one view at the
expense of the other, the brain itself may force us
to go beyond and reconcile both views. Any given
neural activity in the brain may be suggested to
result from the interaction between the brain’s
intrinsic activity and the extrinsic stimuli from
either the body—that is, interoceptive stimuli; or
the environment—that is, exteroceptive stimuli.
What I previously described as “rest-stimulus
interaction” (Northoff et al. 2010), the neuronal
mechanisms underlying the encounter between
resting state and stimulus may thus be central
in understanding the brains neural activity in
general.

Why is such rest-stimulus interaction so
important? This question can be answered
from both sides, the side of the resting-state
activity and the side of the stimulus (and its
stimulus-induced activity). Let us start with the
resting-state activity itself.

Even in an apparent resting state, such as dur-
ing sleep, the seemingly intrinsic activity of the
brain is nevertheless still exposed to continuous
extrinsic input from the body, or interoceptive
stimuli, and the environment, or unspecific sen-
sory stimuli (from all sensory modalities except
the visual sense). For instance, the continuous
action of our heart sends interoceptive stimuli
to the brain during sleep, as do the continuous
tactile, auditory, olfactory, and gustatory inputs
from the environment.

The brain’s resting-state activity may thus not
be as purely intrinsic in its origin as is suggested
by the term “intrinsic activity” (see Chapter 4
for the discussion of the concepts of “intrinsic
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activity” and “resting state”). Instead, the brain’s
resting activity may be hybrid rather than purely
intrinsic, in that it results from a particular con-
stellation between different stimuli from differ-
ent origins: brain, body, and environment. The
hybrid nature of the brain’s resting-state activity
will be pivotal in understanding why and how it
constitutes some kind of spatial (and temporal)
structure, as indicated earlier (see Chapters 4
and 5 for details).

Conversely, any extrinsic first
encounters the brain’s intrinsic activity before it
can be processed at all and associated with sen-
sorimotor, affective, cognitive, and social func-
tions. The resulting stimulus-induced activity
can therefore not be associated exclusively with
the particular stimulus or task alone. Instead, the
stimulus-induced activity must be considered a
hybrid that results from the relationship of the
stimulus in question to the other stimuli that are
processed in the brain’s resting-state activity at
that particular point in time. Analogous to the
brain’s resting-state activity, the stimulus-induced
activity is therefore hybrid rather than being
purely extrinsic (see Chapter 12 for details on
the hybrid nature of stimulus-induced activity).

What does the hybrid characterization of
both resting-state and stimulus-induced activ-
ity imply for the view of the brain? Rather than
opposing intrinsic and extrinsic views, we may
need to investigate how the brains resting-state
activity and the extrinsic stimuli from body and
environment interact with each other during
both resting-state and stimulus-induced activ-
ity. What we described as rest-stimulus inter-
action in the empirical context may thus find
its conceptual analogue in what I refer to as an
“intrinsic-extrinsic view” of the brain.

stimulus

APPROACH TO THE BRAIN IVA: NEED FOR A
ComMMoN CURRENCY” BETWEEN INTRINSIC
AcTIVITY AND EXTRINSIC STIMULI

The “intrinsic-extrinsic view” postulates direct
interaction between the brain’s intrinsic activity
and the extrinsic stimuli from body and envi-
ronment. Both intrinsic activity and extrinsic
stimuli are very different, however. Despite their
differences, both intrinsic activity and extrinsic

stimuli can nevertheless directly interact with
each other.

How is such direct interaction possible? For
that, both intrinsic resting-state activity and
extrinsic stimuli must be encoded into neu-
ral activity in the same format, utilizing the
same metric or measure. Only if both intrinsic
resting-state activity and extrinsic stimuli are
processed in the same format, i.e., metric or
measure, are they compatible and therefore able
to directly interact with each other.

If, in contrast, they are not computed in
the same format, like two different computer
software programs, they remain incompatible,
which makes their direct interaction impossible.
More metaphorically put, there must be a “com-
mon code” working as a “common currency” or
“common language” between the brain’s intrinsic
activity and the extrinsic stimuli from body and
environment.

How can we further illustrate the need for
such a “common currency”? For that, I turn to
the example of a market and two merchants. One
merchant coming from the city may use money
as currency for exchanging the bread he wants
to trade, with one loaf costing, for instance, $5.
Another merchant coming from the mountains
uses chickens as currency for trading the meat,
with 1 kilo of meat for 5 chickens.

How, now, is it possible for the two to do
business? The mountain merchant needs bread,
while the one from the city wants the meat. How
can they exchange their goods? They are lacking
a common currency unless they are able to nego-
tiate the value of both bread and chicken relative
to a common standard or measure.

APPROACH TO THE BRAIN IVB:
DirrereNcE-BAsSED CoDING AS “COMMON
CurRENCY” BETWEEN INTRINSIC ACTIVITY
AND EXTRINSIC STIMULI

How does the example with our two merchants
relate to the brain? The distinction between the
two trading merchants corresponds to the dis-
tinction between intrinsic activity and extrinsic
stimuli. In the same way the two merchants want
to interact and trade their goods, the extrin-
sic stimuli from body and environment “want
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to interact and trade” with the brain’s intrinsic
activity.

The analogy goes even further. The two mer-
chants meet on a common ground, the market
place, to trade their goods. What is the com-
mon ground, the “market place,” in the case of
the encounter between intrinsic activity and
extrinsic stimuli? Very simply, it is the brain itself
where the encounter between intrinsic activity
and extrinsic stimuli takes place.

This, however, is the point where the com-
monalities end and the differences start. Unlike
in the case of our two merchants with their
incompatible currencies, intrinsic activity and
extrinsic stimuli are well able to directly interact
with each other: “they can trade their informa-
tion to the respective other and converge and
merge with each other” This is possible, though,
only because intrinsic activity and extrinsic
stimuli share a “common currency;,” something
our poor merchants are lacking.

What does this “common currency” consist
of? In the case of today’s merchants, it is easy.
Money is the “common currency” in our mar-
kets. What now is the “common currency” that
allows us to “trade and cash in” intrinsic activ-
ity and extrinsic stimuli with each other in the
marketplace called “brain”? We currently do
not know.

I suppose that the “common currency”
between intrinsic activity and extrinsic stim-
uli can be found in what I earlier described as
difference-based coding. The brain encodes the
differences between different discrete points
in physical time and space; that is, spatial and
temporal differences into neural activity. I now
postulate that such difference-based cod-
ing applies to the encoding of both the brain’s
intrinsic activity (see Chapters 4-6) and the
extrinsic stimuli from body and environment
(see Chapters 1-3).

Both intrinsic activity and extrinsic stimuli
are encoded into neural activity in the same
way: namely, in terms of spatial and temporal
differences. Such spatial and temporal differ-
ences may then be constituted not only within,
but also across intrinsic activity and extrinsic
stimuli. What is then encoded during rest-stim-
ulus interaction are the spatial and temporal
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differences between the intrinsic activity and the
extrinsic stimuli (see Chapters 10-12 for details).

Differences as encoded into neural activity
via difference-based coding are consequently the
“‘common currency” between intrinsic activity
and extrinsic stimuli. This means that differences
as “common currency” provide the very basis for
the here advocated “intrinsic-extrinsic view” of
the brain.

APPROACH TO THE BRAIN V:
CobEe- VERsUs CONTENT-BASED ViEw"”
OF THE BRAIN

My hypothesis is a rather strong one, since it
claims that any neural activity in the brain,
whether resting-state or stimulus-induced activ-
ity, is encoded in terms of difference-based cod-
ing rather than stimulus-induced activity. This
means that I consider difference-based coding
the neural code of the brain, the code that signi-
fies and characterizes the brain as distinguished
from, for instance, other organs like heart, kid-
ney, etc., as well as from the computer (see my
Epilogue in this volume for the comparison of
the brain to other organs). In short, I consider
difference-based coding to characterize and
define the brain and its specific way of generat-
ing and processing neural activity.

I therefore base the characterization of the
brain and its neural activity on a particular code,
difference-based coding. One may thus want
to speak of a “code-based view of the brain”
A code-based view of the brain characterizes
the brain by a particular code rather than some
other features such as, for instance, behav-
ioral, phenomenal, or mental contents (see the
next paragraphs). We must thus distinguish the
here-suggested “code-based view of the brain”
from a “content-based view of the brain” (see
Fig. 11-3).

What do I mean by “content-based view of
the brain”? In that case, the brain and its neu-
ral activity are no longer characterized by a
particular code but by the kinds of contents
and their associated functions and neural net-
works. The brain’s neural activity triggers vari-
ous kinds of behavior—affective, sensorimotor,
cognitive, or social—that are associated with the
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Figure 11-3 Content- Versus Code-Based Approach to the Brain. The figure illustrates the compari-
son between a content- and code-based approach to 