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CHAPTER 1

The ‘Brain problem’

‘Mind problems), hypothesis of ‘embedment’
and the neurophilosophical method

“Strange coincidence, that every man whose skull has been opened had a
brain!”
Ludwig Wittgenstein

1.1 The ‘Brain problem’

111 ‘Mind problems’ in the ‘philosophy of mind’

The mind and its relationship to the brain have been investigated extensively in
neuroscience and philosophy. However, either way of their determination raises
principal problems whose solution seem rather difficult. These problems shall
be called ‘mind-problems’ (see Figure 1) and are discussed either implicitly or
explicitly in the ‘philosophy of mind’.

Empirically, the mind is determined by neuronal states, which are supposed to
characterize the brain. Neuronal states of the brain are investigated empirically and
related directly to different psychological and physiological functions. Meanwhile
mental states can neither be investigated empirically nor related directly to neu-
ronal states. Unlike neuronal states, mental states are not accessible in Third-Person
Perspective, which makes their direct empirical investigation impossible. Since they
are accessible in First-Person Perspective only, mental states can neither be related
directly to psychological and physiological functions nor to neuronal states. Due to
the inability to directly relate mental states to neuronal states, mental states cannot
be detected and recognized within the brain as being characterized by neuronal
states. Both problems, empirical accessibility of mental states with respect to the
brain and the empirical relation between brain states and mental states remain,
therefore unclear. Accordingly, one may speak of an ‘empirical mind problem’.

Both subjective experience and contents of mental states cannot be detected
and recognized within the neuronal states and thus within the brain. For example,
subjective experience of certain events within the environment cannot be related
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‘Empirical mind problem’: No detection of mental states
within neuronal states i.e. brain states

I

Mental states

e

Philosophy of mind
First-Person Perspective Mental properties
‘Epistemic mind problem’: ‘Ontological mind-brain problem’:
No direct access to our own Relationship between ‘mental and
brain as a brain in First-Person physical properties’
Perspective

Figure 1. Philosophy of mind and ‘Mind-problems’

directly to the neuronal states of the brain. Neither the subjective experience, i.e.,
the ‘What is it like” nor its content, i.e., the event to which the subjective experience
refers, can be detected and recognized within neuronal states. If, however, mental
states cannot be detected and recognized within neuronal states, they cannot be re-
lated directly to the brain itself. From this inability to relate directly mental states to
neuronal states, the principal impossibility of an empirical relation between men-
tal states and brain states as neuronal states is inferred (see also Searle 2000:566).
However, the brain might be characterized not only by neuronal states exclusively
but also by some other type of state as well. In this case, the inference from the
inability of empirically relating mental and neuronal states to the principal impos-
sibility of an empirical relation between mental states and brain states remains no
longer necessary. The possibility of the ‘empirical mind problem’ presupposes sub-
sequently the empirical framework of an exclusive characterization of the brain by
neuronal states.

Epistemically, the mind is determined by mental states, which are accessible in
First-Person Perspective. In contrast, the brain, as characterized by neuronal states,
can be accessed in Third-Person Perspective. The Third-Person Perspective focuses
on other persons and thus on the neuronal states of others’ brains while excluding
the own brain. In contrast, the First-Person Perspective could potentially provide
epistemic access to the own brain and its respective neuronal states. However, the
First-Person Perspective provides access only to the own mental states but not to
the own brain and its neuronal states. We subsequently remain unable to detect
and recognize our own brain (as a brain) in First-Person Perspective. Epistemic
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access to the own brain as a brain is not necessarily excluded since it may also be
indirect through some intermediate state like, for example, (experience of) mental
states (in First-Person Perspective). Moreover, it remains unclear whether mental
states, as experienced in First-Person Perspective, refer either to a mind or (rather
indirectly) to our own brain; the epistemic reference of mental states remains to
be elucidated. Both problems, epistemic accessibility to our own brain in First-
Person Perspective and epistemic reference of mental states thus remain unclear.
Accordingly, one might speak of an ‘epistemic mind problem’.

Either the First-Person Perspective, referring to mental states, is distinguished
(and thus dissociated) from the Third-Person Perspective, which rather refers to
neuronal states. Or the First-Person Perspective is reduced, subordinated or elim-
inated in favour of the Third-Person Perspective. In the first case, the First-Person
Perspective can no longer be linked to the brain because otherwise it could not be
distinguished from the Third-Person Perspective. In the latter case, the First-Person
Perspective can be linked to the brain. However, the question for the distinction be-
tween First- and Third-Person Perspective arises. If the First-Person Perspective is
reduced to the Third-Person Perspective, it should refer to neuronal states. This
however is not the case since it e.g. First-Person Perspective rather refers to mental
states. Either solution implicitly or explicitly presupposes the epistemic dichotomy
between First- and Third-Person Perspective with respect to mental and neuronal
states: In the case of distinction between First- and Third-Person Perspective, their
epistemic dichotomy is explicitly presupposed. Though implicitly this remains also
true in the case of subordination or elimination of the First-Person Perspective in
favour of the Third-Person Perspective because otherwise there would be no need
for its resolution by either subordination or elimination. The discussion about the
‘epistemic mind problem’ presupposes subsequently the epistemic framework of
an dichotomy between First- and Third-Person Perspective with respect to mental
and neuronal states.

Ontologically, the mind is determined either by ‘mental properties’ or ‘phys-
ical properties’ There are two possible cases: (i) The mind is distinguished from
the brain by making a distinction between ‘mental properties’ and ‘physical prop-
erties’. It remains unclear, whether such an ontological dichotomy between ‘mental
ontology’, as presupposed by ‘mental properties, and ‘physical ontology’, as pre-
supposed by ‘physical properties), is in accordance with our own i.e. natural world.
Accordingly, the ontological determination of the mind and its relation to the brain
are problematic. (ii) The mind is not distinguished from the brain by reducing
‘mental properties’ to ‘physical properties’ on the basis of the dependence of men-
tal states on the physical states of the brain. However, it remains unclear, whether
‘mental ontology’, as presupposed by ‘mental properties, can be accounted for by
‘physical ontology’, as presupposed by ‘physical properties’. In addition to onto-
logical determination of the mind, the ontological relationship between brain and
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mind is therefore problematic. Either way of ontological determination of the mind
raises thus the question for the ontological relationship between mind and brain.
Accordingly, one might speak of an ‘ontological mind-brain relationship problem’.

The ontological relationship between mind and brain can subsequently be
characterized by dualism or monism (see 3.3.3). Various versions of both dualism
and monism have been developed in past and present philosophical discussion.
These versions concern both determination of ‘mental properties’ and the onto-
logical relationship between brain and mind. ‘Mental properties’ are determined
by mental states (see, for example, Nagel 1986 as well as 3.3.1), information (see,
for example, Chalmers 1996 as well as, 3.3.3) or physical states (see 3.3.1). The
relationship between mind and brain is determined by supervenience (see 3.3.2),
panpsychism (see 3.3.1 and 3.3.3), reductionism (see 3.3.3), eliminativism, etc. (see
3.3.1 and 3.3.3). Despite their elaborated character, all these versions nevertheless
presuppose the possibility of the ontological dichotomy between ‘mental ontology’
(or ‘informational ontology’) and ‘physical ontology’. Even if ‘mental ontology’
is supposed to be accounted for by ‘physical ontology), at least the possibility of
‘mental ontology’ must be presupposed because reduction to ‘physical ontology’
would otherwise not be necessary. The discussion about the mind-brain relation-
ship and thus the ‘philosophy of mind’ in general presuppose subsequently the on-
tological framework of ‘mental ontology” and ‘physical ontology’: The ‘philosophy
of mind’ as such would be impossible without the concurrent implicit or explicit
presupposition of both ‘physical ontology’ and ‘mental ontology’.

1.1.2  ‘Brain Problem’ in the ‘philosophy of the brain’

In contrast to the mind and its relationship to the brain, the discussion of the em-
pirical, epistemic and ontological determination of the brain itself is rather ne-
glected in philosophy. While determination of the mind is considered as highly
controversial (see 1.1.1), definition of the brain is regarded as rather unproblem-
atic and clear-cut. Determination of the brain can subsequently be characterized
rather by implicit presuppositions and unquestioned definitions. Both, implicit
determination of the brain in philosophy (see 1.2.1. for more extensive discussion)
and its potential linkage to the ‘mind problems), shall be illustrated briefly in the
present section and more extensively in the following part (see 1.2.1). Consider-
ing the involvement of the brain in the ‘mind problems’ (see 1.1.1), determination
of the brain itself may be discussed explicitly. Various options of empirical, epis-
temic and ontological determination of the brain may be considered which, in turn,
might influence the determination of the mind. As such, potential escapes from the
impasses posed by the ‘mind problems’ may be revealed.
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Empirically, the brain is (usually) defined by neuronal states (in neuroscience)
that are regarded as constitutive for the brain as a brain. However, considering the
dependence of mental states on brain states (see 1.1.1), exclusive characterization of
the brain by neuronal states might be inappropriate. Neuronal states are character-
ized as (classical; see 3.3.3 for further determination) physical states. If definition of
brain states by neuronal states might be inappropriate, brain states may no longer
be determined as physical states (in the classical sense). Other potential options for
the empirical determination of brain states include definition by mental states (as,
for example, in panpsychistic theories; see 3.3.1), functional i.e. computational and
informational states (see 3.3.1) or dynamic states as non-mental and non-physical
states (see 3.1.2). Definition of the brain by these different types of states may, in
turn, influence the determination of empirical investigation of mental states and
their relation to brain states. The ‘empirical mind problem’ might subsequently be
undermined and complemented by an ‘empirical brain problem’.

Epistemically, the brain is (usually) defined by physical abilities and inabilities
(in epistemology and philosophy). Epistemic abilities and inabilities are rather re-
lated to the mind than the brain. However, considering the inability of the brain to
detect and recognize itself as a brain in First-Person Perspective (see 1.1.1), deter-
mination of the brain by physical abilities and inabilities exclusively might be in-
appropriate. One may therefore attribute at least one specific epistemic inability to
the brain i.e. the inability to detect and recognize itself as a brain. Another potential
option for the epistemic determination of the brain consists in the direct definition
of the brain by those epistemic abilities which are usually associated with the mind
like, for example, the First-Person Perspective. Definition of the brain by epistemic
abilities and inabilities may, in turn, influence the determination of the epistemic
relationship between First-Person Perspective, mental states, and brain states. The
‘epistemic mind problem’ might subsequently be undermined and complemented
by an ‘epistemic brain problem’.

Ontologically, the brain is (usually) defined by ‘physical properties’ (in on-
tology and philosophy). ‘Mental properties), in contrast, are rather related to the
mind. However, considering the dependence of the possibility of the mind on the
existence of a brain (see 1.1.1), ontological determination of mind and brain by
‘mental and physical properties’ might be inappropriate. Whereas determination
of the mind by either ‘mental or physical properties’ remains problematic (see
1.1.1), definition of the brain by ‘physical properties’ has rarely been questioned.
If the definition of the brain by ‘physical properties’ is inappropriate, the brain
might be defined by other ‘ontological properties’ like, for example, ‘mental prop-
erties’ (see T. Nagel as well as 3.3.1 and 3.3.3). Another potential option for the
ontological determination of the brain consists in the assumption of ‘non-mental
and non-physical properties’ (as, for example, by ‘informational properties’; (see
3.3.1 and 3.3.3). Or one may abandon the notion of ‘ontological properties’ al-
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‘Empirical mind problem’  ‘Epistemic mind problem’  ‘Ontological mind-brain problem’
‘BRAIN PROBLEM’
Empirical definition Epistemic definition Ontological definition
of the brain of the brain of the brain

- =

’ Solution of the ‘mind problems’

Figure 2. Linkage between the ‘Brain problem’ and the ‘Mind problems’

together by replacing them with ‘ontological relation’ (see 3.3.2 and 3.3.3). These
different definitions of the brain may, in turn, influence the determination of the
ontological relationship between mind and brain. The ‘ontological mind-brain re-
lationship problem’ might subsequently be undermined and complemented by an
‘ontological brain problem’.

Taken together, one may speak of a so-called ‘brain problem’ (see Figure 2).
The ‘brain problem’ can be defined as the problem of empirical, epistemic and on-
tological determination of the brain. The ‘brain problem’ as an empirical problem
i.e. ‘empirical brain problem’ concerns the determination of brain states and their
relation to neuronal and mental states. The ‘brain problem’ as an epistemic prob-
lem i.e. ‘epistemic brain problem’ concerns the determination of epistemic abilities
and inabilities of the brain itself. The ‘brain problem’ as an ontological problem
i.e. ‘ontological brain problem’ concerns the specific ontological determination of
the brain itself independent from the mind. The ‘brain problem’ is reflected in the
so-called ‘dilemma of the brain’ (see 1.2.2) — ‘brain problem” and ‘dilemma of the
brain’ are necessarily tied together. Resolution of the ‘brain problem’ should subse-
quently lead to resolution of the ‘dilemma of the brain’. As such the ‘brain problem’
might undermine and complement the ‘mind problems’ (see 1.1.1): The ‘brain
problem’ undermines the ‘mind problems’ by tracing the problems in empirical,
epistemic, and ontological determination of the mind back to particular ways of
determination of the brain. The ‘brain problem’ complements the ‘mind problems’
by accounting for the brain which as such is rather neglected in determination of
the mind though it is involved directly or indirectly as one essential component
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Empirical, epistemic and ontological
determination of the brain

Philosophy of the brain

Development of appropriate concepts in Linkage between the ‘brain problem’
neuroscience, epistemology and ontology and the ‘mind problems’

Figure 3. Characterization of the ‘philosophy of the brain’

in the ‘mind problems’. Resolution of the ‘brain problem’ should therefore lead to
solution and transformation of the ‘mind problems’. The ‘brain problem’ provides
subsequently a broader and foundational framework for the ‘mind problems’ (see
3.3.3. for an exact definition of such a ‘broader and foundational framework’). Em-
pirical, epistemic and ontological determination of the brain might be regarded as
a necessary condition for the possibility of developing a ‘philosophy of the brain’
(see Figure 3). A ‘philosophy of the brain’ can be defined by three characteristics
which built upon each other: (i) empirical, epistemic and ontological determina-
tion of the brain, (ii) development of appropriate empirical, epistemic and onto-
logical concepts as the appropriate framework for the determination of the brain,
and (iii) consideration of implications of both determination and concepts for tra-
ditional philosophical problems by linking the ‘brain problem’ to the ‘mind prob-
lems’. As such the ‘philosophy of the brain’ might undermine and complement the
‘philosophy of mind’: The ‘philosophy of the brain’ undermines the ‘philosophy
of mind’ by tracing the ‘mind problems’ back to the ‘brain problem’. The ‘philos-
ophy of the brain’ complements the ‘philosophy of mind’ by discussing explicitly
determination of the brain as one essential component in the ‘mind problems’. The
‘philosophy of the brain’ might subsequently provide a broader and foundational
framework (see 3.3.3. for exact definition of ‘foundational’) for the ‘philosophy
of mind’.

The present book focuses on the ‘brain problem” and consecutive development
of a ‘philosophy of the brain’ The ‘brain problem’ is exposed in further detail in
the present chapter. First, implicit or explicit determination of the brain in current
neuroscience, epistemology and ontology is discussed in further detail by raising
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the questions for its What, How, When, Where and Why (see 1.2.1). Second, the
‘brain problem’ is reflected in the ‘dilemma of the brain’ which describes contra-
dictory assumptions with respect to the brain (see 1.2.2). Third, the brain is deter-
mined in empirical, epistemic and ontological respect by suggesting the hypothesis
of ‘embedment’ (see 1.3). Fourth, a special method i.e. neurophilosophy is devel-
oped in order to enable empirical, epistemic and ontological determination of the
brain (see 1.4). The second chapter investigates epistemic abilities and inabilities
of the brain itself by developing a so-called ‘epistemic-empirical relationship’ (see
Chapter 2). This ‘epistemic-empirical relaitonship’ can be considered as the basis
for novel empirical (see 3.1), epistemic (see 3.2) and ontological (see 3.3) determi-
nation of the brain in the third chapter. The second and third chapter can thus be
considered as the core chapters of the present book. The fourth and final chapter
refers to and provides resolution of the ‘brain problem’ and the ‘dilemma of the
brain’ (see 4.1 and 4.2). Moreover, it demonstrates solution and transformation
of the ‘mind problems’ by resolution of the ‘brain problem’ (see 4.3). Finally, the
novel determination of the brain may lead to a ‘paradigm shift’ in neuroscience,
epistemology, ontology and philosophy (see 4.4).

In order to get an overview, one might start by reading the first (1.1-1.3) and
fourth chapter. From there on, one may decide the further reading according to
the respective interest. If one is primarily interested in relation between empirical
brain function and epistemic abilities/inabilities, one should focus on the second
chapter and Chapter 3.1. If one is primarily interested in epistemic and ontological
questions, one should focus rather on Chapters 3.2 and 3.3. If one is strongly inter-
ested in methodological questions, one should focus on Chapter 1.4. However, all
sections and chapters are closely linked to and built upon each other so that for a
full understanding all chapters should be read. In order to preempt criticism from
both neuroscientists and philosophers, it should be noted that the main focus of
the present book is put on the linkage between empirical brain function, epistemic
abilities/inabilities and ontological implications. Both, neuroscientific and philo-
sophical details can subsequently not be as elaborated as necessary. It should there-
fore be kept in mind that the present book is a neurophilosophical investigation
rather than a purely philosophical or neuroscientific inquiry. As such, it focuses
on the resolution of the ‘brain problem’ with the consecutive development of an
outline for a ‘philosophy of the brain’.

1.2 Definition of the brain and ‘dilemma of the brain’

The ‘brain problem’ is manifest in the empirical, epistemic and ontological domain
(see 1.1.2). This is reflected in presupposition of a particular determination of the
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brain in neuroscience, epistemology and ontology (see 1.2.1) which is often pre-
supposed rather implicitly. Moreover, this determination of the brain, either im-
plicitly or explicitly, leads to contradictory assumptions accounting for a so-called
‘dilemma of the brain’ (see 1.2.2). For this reason, this section illustrates the ‘brain
problemt’ in further detail.

1.2.1  The definition of the brain

In the following, the often remaining implicit determination of the brain in philos-
ophy shall be investigated briefly by raising its What, How, When, Where and Why.
The ‘What’ focuses on the definition of the brain. The ‘How’ illustrates possible
ways of characterization of the brain while the ‘When’ points out its constitutive
features. The ‘Where’ discusses the different methods and disciplines being preoc-
cupied with the investigation of the brain. Finally, the ‘Why’ focuses on the reasons
and advantages of having a brain. Each question concerns all three domains empir-
ical, epistemic and ontological. The questions will be raised here in the first chapter
and answered in the fourth i.e. final chapter.

What is the brain?
Empirically, the brain is often regarded as a purely physical device. Neuronal states
can be accounted for entirely by laws of (classical) physics so that the brain is de-
termined as a ‘physical brain’ which resembles machines similar to, for example,
computers. Since neuronal states of the brain are distinguished from mental states,
the latter cannot be detected within the former. The empirical dissociation between
neuronal and mental states leads subsequently to detachment of mental states from
the brain, resulting in the ‘empirical mind problem’ (see 1.1.1). Definition of the
brain as a biological device emphasizes the role and function of the brain within an
organism (see Searle 1997 as well as 3.3.3). However, since the brain as a biologi-
cal device can still be reduced to the (classical) physical laws, there is no principal
difference between the biological and physical definition of the brain.
Epistemically, the brain is often characterized by Third-Person Perspective ex-
clusively. The Third-Person Perspective allows for ‘physical judgment’ (see 2.4.3)
and thus for recognition of neuronal states in the brain (of another person or the
own brain as another brain; 2.3.1). The First-Person Perspective, in contrast, re-
mains unable to account for neuronal states; instead it is rather associated with
‘phenomenal experience’ of mental states (see 2.4.1). Since mental states cannot
be detected within the brain itself, the First-Person Perspective is separated i.e. de-
tached from the brain. The epistemic dissociation between First- and Third-Person
Perspective leads subsequently to detachment of the First-Person Perspective from
the brain, resulting in the ‘epistemic mind problemy’ (see 1.1.1). This is also reflected
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in the dissociation between ‘subject of recognition’ and ‘object of recognition’ with
respect to the brain. The brain has often been regarded as the ‘object of recogni-
tion’ being accessible in Third-Person Perspective. Whereas the brain has not been
related to the ‘subject of recognition’ the latter presupposing First-Person Perspec-
tive (see 3.2.1). Instead, the epistemic abilities of the ‘subject of recognition’ and
the First-Person Perspective have rather been attributed to a mind as distinguished
from the brain.

Ontologically, the mind is characterized by ‘mental properties’ and ‘mental on-
tology’ while the brain is often described by ‘physical properties’ and ‘physical on-
tology’ However, since the mind cannot be detected within the brain itself, ‘mental
properties’ are separated i.e. detached from the ‘physical properties’ of the brain
and ultimately from the brain altogether (except in panpsychism; 3.3.1 and 3.3.3).
Consequently, ‘mental ontology’ is distinguished from ‘physical ontology’ The on-
tological dissociation between ‘physical properties/ontology’ and ‘mental proper-
ties/ontology’ leads subsequently to detachment of the mind from the brain, re-
sulting in the ‘ontological mind-brain relationship problem’ (see 1.1.1). The mind-
brain problem discusses the ontological relationship between brain and mind and
thus between ‘physical and mental ontology’ Considering the fact that there is no
mind (in humans) without the existence of a brain while, at the same time, the for-
mer cannot be detected within the latter, the mind-brain problem becomes even
more puzzling.

How can we characterize the brain?

Empirically, the brain is often characterized by neuronal states as physical states
exclusively. However, because neuronal states i.e. physical states cannot account for
mental states, one may speak of ‘empirical underdetermination’ of the brain. Or
the brain is characterized by mental (or informational) states (see the discussion of
the theories by T. Nagel and D. Chalmers in 3.3.1 and 3.3.3). Since, however, mental
(or informational) states cannot be detected within the brain itself, one may speak
of ‘empirical overdetermination’ of the brain in this case.

Epistemically, the brain is often characterized by Third-Person Perspective and
‘Third-Person Epistemology’ exclusively (see 3.2.1 and 3.2.3). Yet, since the First-
Person Perspective remains absent in the case of an absent brain, one may speak
of ‘epistemic underdetermination’ in this case. The brain might also be character-
ized by First-Person Perspective and ‘First-Person Epistemology’ (see, for example,
T. Nagel 1986). Since, however, the epistemic abilities and inabilities of the First-
Person Perspective cannot be detected within or directly linked to the brain itself,
one may speak of ‘epistemic overdetermination’.

Ontologically, the brain is often characterized by ‘physical properties” exclu-
sively. Given that ‘physical properties’ cannot account for mental states (and ‘men-
tal properties’), one may speak of ‘ontological underdetermination’ of the brain.
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The brain could also be characterized by ‘mental properties’ (or ‘informational
properties’; see 3.3.1 and 3.3.3). ‘Mental properties’ (or ‘informational proper-
ties’) cannot be detected within the brain itself and one may therefore speak of
‘ontological overdetermination’.

When can we speak of a brain?

Empirically, the brain is often regarded as the highest center that provides the in-
tegration between the different bodily functions. However, the principles underly-
ing and determining processing and function of the brain remain unclear. Neither
the ‘neural code’ nor the ‘unifying theoretical principle’ of the brain are known
yet. In contrast, the ‘unifying theoretical principles’ are known in the case of other
organs as, for example, heart and muscles. The function of ‘blood pumping’ can
be regarded as constitutive for the heart, the ‘contraction theory’ as characteristic
for the muscle (see Searle 1997:198), and the function of digestion is constitutive
for the stomach (see also Schopenhauer 1966, Vol. I, 65). Accordingly, the con-
stitutive empirical feature, which defines the brain as a brain in empirical regard,
remains unclear.

Epistemically, the brain is often characterized by various physical abilities
ranging from sensory-motor functions to cognitive functions (the latter often be-
ing regarded as epistemic). These physical abilities may also be performed by ar-
tificial devices like machines and computers (see 3.1.4). Meanwhile the epistemic
abilities and inabilities of the brain remain unclear. Even if some of the physical
abilities like, for example, cognitive functions may be regarded as epistemic abili-
ties, the specific epistemic inabilities of the brain remain nevertheless unclear. The
specific epistemic inability may distinguish the brain from other devices like com-
puter in epistemic respect. Accordingly, the constitutive epistemic feature, which
defines the brain as a brain in epistemic regard, remains unclear.

Ontologically, the brain is often characterized by ‘physical properties’ (or ‘in-
formational properties’). Other devices, e.g. machines and computers, can be char-
acterized by ‘physical properties’ (or ‘informational properties’) as well. These ‘on-
tological properties’ can subsequently not be considered as constitutive for the
brain as a brain. The brain has also been characterized by ‘mental properties’
(see, for example, Nagel 1986). However, since these ‘mental properties’ cannot
be detected within the brain itself, this ontological definition remains at least ques-
tionable (see 3.3.1 for further discussion). Alternatively, one may assume an on-
tological characteristic which is different from both ‘physical and mental proper-
ties’ and thus from ‘ontological properties’ altogether. Accordingly, the constitu-
tive ontological feature, which defines the brain as a brain in ontological regard,
remains unclear.
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Where can we investigate the brain?

Empirically, the brain and its brain states are often characterized by neuronal states
as physical states. Neuronal states, i.e. physical states, are accessible only in Third-
Person Perspective. Neuroscience, which investigates neuronal states, can therefore
be defined as ‘Third-Person Neuroscience’ (see 3.2.1 for definition). Unlike neu-
ronal states, mental states are accessible only in First-Person Perspective. As such
mental states are excluded from “Third-Person Neuroscience’. Accordingly, restric-
tion of neuroscience to “Third-Person Neuroscience’ leads to exclusion of men-
tal states from empirical investigation (see 3.2.1) which makes a ‘neuroscience of
mind’ impossible.

Epistemically, the brain and its brain states are often characterized by physical
abilities and inabilities while epistemic abilities and inabilities are rather related
to mental states and the mind. As such the brain is excluded from epistemology.
Epistemology can subsequently be characterized rather as an ‘epistemology of the
mind’ than an ‘epistemology of the brain” (see 3.2.1). Accordingly, restriction of
epistemology to mental states as an ‘epistemology of the mind’ leads to exclusion
of brain states and thus the brain itself from epistemic investigation which makes
an ‘epistemology of the brain’ impossible.

Ontologically, the brain is often characterized by ‘physical properties’ while the
ontological discussion focuses rather on ‘mental properties’ and their ontological
relationship to ‘physical properties’. Due to its focus on ‘mental properties, ontol-
ogy presupposes at least the ontological possibility of the mind, either implicitly
or explicitly, which results in ontological distinction between mind and brain. As a
result, the brain is excluded from ontology. Ontology can subsequently be charac-
terized rather as an ‘ontology of the mind’ than an ‘ontology of the brain’. Accord-
ingly, the restriction of ontology to ‘mental properties’ as an ‘ontology of the mind’
leads to exclusion of the brain itself from ontological investigation which makes an
‘ontology of the brain’ impossible.

Why do we have a brain?

Empirically, the brain is often characterized by integration between different bod-
ily functions, which is supposed to be necessary for adaptation of the organism
to the environment. The brain may thus be necessary for adaptation to the envi-
ronment. However, the exact empirical mechanisms by means of which the brain
organizes and integrates the different bodily functions with respect to the envi-
ronmental context remain unclear. It is, for example, unclear whether integration
between different functions can be considered as the constitutive empirical feature
of the brain (see above). The constitutive empirical feature of the brain must be
attributed a particular function which, in turn, may account for better adaptation
of the organism to the environment. However, neither the constitutive empirical
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feature of the brain i.e. its ‘neural code’ (see above) nor its particular function for
the organism within the environment are known yet.

Epistemically, the brain is often characterized by various abilities as, for ex-
ample, cognition and emotion, which are supposed to be necessary for better ori-
entation of the organism within the environment. The brain may in consequence
be necessary for orientation within the environment. However, the exact epistemic
mechanisms by means of which the brain integrates and organizes cognition and
emotions with respect to the environmental context remain unclear. It is, for ex-
ample, unclear whether these abilities can be considered as the constitutive epis-
temic feature of the brain (see 1.2.1). The constitutive epistemic feature must be
attributed a particular function, which, in turn, may account for better orienta-
tion of the organism within the environment. However, neither the constitutive
epistemic feature of the brain i.e. a specific epistemic ability or inability (see above)
nor its particular function for the organism within the environment are known yet.

Ontologically, the brain is often characterized by the ability to develop different
(and virtual) types of ontology like, for example, ‘physical and mental ontology’.
These different ontologies are supposed to be necessary for both better distinction
between different environments and more accurate prediction of potential (i.e. vir-
tual) changes in the latter by the organism. However, the exact ontological mecha-
nisms by means of which the brain is able to develop different (and virtual) types of
ontology remain unclear. It is, for example, unclear whether ‘physical properties’,
which are often supposed to be the constitutive ontological feature of the brain (see
above), can account for the ability of our brain to develop different (and virtual)
types of ontology. However, neither the constitutive ontological feature of the brain
i.e. ‘physical properties’, ‘mental properties’ or another ontological characteristic
(see above), nor its particular function for the organism within the environment
are known yet.

1.2.2 The ‘dilemma of the brain’

In the following, various dilemma, predominating either implicitly or explicitly the
current discussion about mind and brain, shall be revealed. The term ‘dilemma’
points out logically contradictory assumptions i.e. two assumptions (A1, A2) that
contradict each other. These assumptions are derived from conclusions (C1, C2)
which, in turn, are inferred from two premises (P1, P2) respectively. A dilemma in
this sense may be prevalent in different domains. Accordingly, we distinguish be-
tween ‘empirical dilemma), ‘epistemic dilemma), ‘ontological dilemma), ‘disciplinary
dilemma’ and ‘logical dilemma’ It is suggested that these dilemma can be traced
back to a particular definition of the brain. They therefore illustrate the ‘brain
problem’ in a paradigmatic way.
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The ‘Empirical dilemma’

The ‘empirical dilemma’ points out contradictory assumptions about the possi-
bility of empirical linkage between mental states and brain states. On one hand,
mental states cannot be linked to brain states because they cannot be detected and
recognized within the brain states i.e. neuronal states themselves. On the other
hand, mental states can be linked to brain states because their possibility as such is
dependent on the existence of brain states i.e. neuronal states.

Al: Impossibility of linkage between mental states and brain states

P1: Mental states cannot be detected within neuronal states.
P2: Brain states can be characterized as neuronal states.
C1: Linkage between mental states and brain states is impossible.
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A2: Possibility of linkage between First-Person Perspective and brain states

P1: The First-Person Perspective can be characterized by mental states.

P2: Mental states are necessarily (though not sufficiently) altered by changes
in (the own) brain states as neuronal states.

C2: Linkage between First-Person Perspective and (the own) brain states is
possible.

The ‘Ontological dilemma’

The ‘ontological dilemma’ points out contradictory assumptions about the possi-
bility of ontological linkage between mind and brain. On one hand, the mind can
be characterized by ‘mental properties’ that as such cannot be detected and rec-
ognized within the ‘physical properties’ of the brain (by means of which the brain
is often defined in ontological respect). Linkage of the mind to the brain remains
therefore impossible. On the other hand, the possibility of development of ‘men-
tal ontology’, as presupposed by the mind, depends on the existence of a brain i.e.
the one of the respective philosopher itself. The mind can thus be linked to the
(own) brain.

Al: Impossibility of linkage between mind and brain

P1: The mind can be characterized by ‘mental properties’.

P2: ‘Mental properties’ cannot be detected within the ‘physical properties’ of
the brain (i.e. ‘physical brain’).

C1: Linkage between mind and (physical) brain is impossible.

A2: Possibility of linkage between mind and brain

P1: The mind presupposes ‘mental ontology’.

P2: The possibility of development of ‘mental ontology’ depends necessar-
ily on the existence of the brain (as a ‘physical brain’) i.e. the one of
the respective philosopher itself.

C2: Linkage between mind and (physical) brain i.e. the own brain is possible.

The ‘Disciplinary dilemma’

The ‘disciplinary dilemma’ points out contradictory assumptions about the pos-
sibility of transdisciplinary linkage between philosophy and neuroscience. On the
one hand, philosophy presupposes logical conditions, which must be distinguished
from natural conditions (see 1.4.1), as presupposed in investigation of the brain in
neuroscience. Due to these differences in conditions, direct linkage between philos-
ophy and neuroscience remains impossible. On the other hand, the possibility of
development of logical conditions, as presupposed in philosophy, depends neces-
sarily on the existence of the brain (i.e. the one of the respective philosopher itself)
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and its natural conditions because we are not able to philosophize without a brain.
Philosophy i.e. logical conditions can thus be linked to neuroscience i.e. natural
conditions.

Al: Impossibility of linkage between philosophy and neuroscience

P1: Philosophy presupposes logical conditions.

P2: Neuroscience presupposes natural conditions, which must be distin-
guished from logical conditions.

C1: Linkage between philosophy and neuroscience is impossible.

A2: Possibility of linkage between philosophy and neuroscience

P1: Philosophy presupposes logical conditions.

P2: The possibility of development of logical conditions depends necessarily
on the existence of the brain (i.e. the one of the respective philosopher
itself) which presupposes natural conditions by itself as investigated
neuroscience.

C2: Linkage between philosophy and neuroscience is possible.

The ‘Logical dilemma’

The ‘logical dilemma’ points out contradictory assumptions with regard to the role
of the brain. On one hand, the brain can be investigated as an ‘object of recogni-
tion. On the other hand, the brain, as an ‘object of recognition) is investigated with
the brain itself (i.e. the one of the investigator) as a ‘subject of recognition’: While
philosophizing about the brain, we apparently philosophize with the brain. How-
ever, the brain cannot be both ‘subject and object of recognition’ at the same time.
Either the brain is the ‘subject of recognition, which excludes that it is its own ‘ob-
ject of recognition’. Or the brain is the ‘object of recognition’ which excludes that
it is its own ‘subject of recognition’ As a result, characterization of the brain by
both ‘subject and object of recognition’ remains logically contradictory. One may
therefore speak of a ‘logical dilemma’ which reflects a problem of ‘self-reference’
of the brain (see 3.3.4 for more extensive discussion). This is nicely accounted for
by the so-called ‘brain paradox’ (see also Northoff 2001a). An initial presentation
of the ‘brain paradox’ — though not in a strictly logical sense — can be traced back
to Schopenhauer who first considered the brain to be both ‘subject of recognition’
and ‘object of recognition’ (which were inserted in the quote by me): ‘But in so
far as the brain knows, it is not itself known, but it is the knower, the subject of all
knowledge (i.e. the ‘subject of recognition’). But in so far as it is known in objective
perception, that is to say, in the consciousness of other things, and thus secondarily,
it belongs, as organ of the body, to the objectification of the will (i.e. the ‘object of
recognition’).” (Schopenhauer 1966, Vol. 11, 259). Kuhlenbeck, relying on Schopen-
hauer, formulates the same with respect to the relation between consciousness and
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brain: “...our phenomenal world of consciousness is a brain phenomenon, but the
brain itself, as we know it, is a phenomenon of consciousness; or, in shorter form:
consciousness is a brain phenomenon, but the brain itself is a brain phenomenon”
(Kuhlenbeck 1965:595). According to Kuhlenbeck (1960: 181, 1972:376) the ‘brain
paradox’ is the logical proof of the principal i.e. theoretical insolvability of the
mind-brain problem. Relying on these initial versions by Schopenhauer and Kuh-
lenbeck, we now want to reformulate the ‘brain paradox’ in a strictly logical sense
as an ‘antinomy’.

The brain (as a subject) recognizes all subjects as brains.

A psychiatrist (PS) and a philosopher (PH) meet in a conference on consciousness.
The psychiatrist, who works in functional brain imaging, investigates the ability of
the brain to recognize one’s own and other persons. The philosopher is a specialist
in the matter of self-recognition and self-consciousness. Both discuss epistemic
implications of functional brain imaging for recognition of one’s own and other
persons and brains.

PS: Irecognize you as a brain.

PH: Sounds interesting. What about other persons?

PS:  Irecognize all persons as brains.

PH: Who gives you that ability?

PS: My brain. My brain recognizes all persons as brains.

PH: Who are you?

PS: A person, of course.

PH: How do you recognize yourself?

PS:  Asa person, of course.

PH: Who recognizes yourself as a person?

PS: My brain.

PH: If your brain recognizes yourself not as a brain but as a person then
your assumption, “My brain recognizes all persons as brains” must
be wrong.

The brain apparently references its own brain through the mind, whereas others
brains are referred to as brains. Such a double reference leads apparently to ir-
reducible ‘self-contradiction by accepted ways of reasoning’ (Quine 1976:5). The
sentence constituting the ‘brain paradox’ as an antinomy is true if and only if it is
false. This is, for example, the case in the famous antinomy of Epimenides (him-
self a Cretan), ‘All Cretans are liars". If the brain recognizes itself as the ‘subject of
recognition’ it cannot recognize any other brain as the ‘subject of recognition’ but
only as ‘objects of recognition’. If the brain recognizes all other brains as ‘subjects
of recognition’ it cannot recognize itself as the ‘subject of recognition’ but only as
an ‘object of recognition’. Consequently, the sentence is true if and only if it is false:
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It is either true for one’s own brain and false for others’ brains, or false for one’s
own brain and true for others’ brains.

Relying on a more or less similar structure as suggested by Kant (1998), the
‘brain paradox’ as an antinomy may also be formulated in a different way which
shall be called the Kantian version of the antinomy. If there are two contradictory
assumptions (Al and A2), each leading to contradictory inferences, one may speak
of an antinomy.

Al The brain recognizes all subjects as subjects but not as brains.
A2 The brain recognizes all subjects as brains but not as subjects.

Al and A2 are contradictory with regard to the recognition of subjects. In addition
to contradiction between the two assumptions, contradictory inferences may be
drawn from each assumption. One may infer from A1l a principal inability to rec-
ognize brains (as brains). This however remains contradictory to our knowledge
about the brain as such. We must subsequently be able to recognize brains since
otherwise we could have no knowledge about brains as brains. One may infer from
A2 a principal inability to recognize subjects (as subjects). This however remains
contradictory to the recognition of our own person as a subject. We must subse-
quently be able to recognize subjects since otherwise we could not recognize our
own person as a subject.

Alternatively, one may constitute the ‘brain paradox’ also as a ‘veridical para-
dox’ leading to reductio ad absurdum (Quine 1976:1-3).

The brain (as a subject) recognizes all brains (i.e. subjects) as objects if
and only if it does not recognize all brains as objects.

This version of the ‘brain paradox’ parallels with the example of the village barber
who shaves all and only those men in the village who do not shave themselves. If
we say that the barber does not shave himself, the example is contradictory. If we
say that he shaves himself, the example remains contradictory as well. The brain
as a subject recognizes all brains i.e. subjects as objects if and only if it does not
recognize itself as an object. Either the brain can recognize itself as an object, in
which case it remains unable to recognize other subjects since it is no longer a
subject by itself. Or the brain cannot recognize itself as an object in this case, in
which case it can no longer recognize all brains i.e. subjects as objects. Accordingly,
either case remains contradictory reflecting reductio ad absurdum.

Finally, one may constitute the ‘brain paradox’ also as a ‘falsidical paradox’ as
characterized by a fallacy in the underlying presupposition (Quine 1976: 1-3).

The brain (as an object) recognizes all brains (i.e. objects) as subjects if
and only if it does not recognize all brains as subjects.
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This version of the ‘brain paradox’ parallels with Zenon’s paradox, which relied
on the false assumption that any infinite succession of intervals of time has to add
up to eternity. In our case, the underlying presupposition of recognition of other
brains as subjects by the brain as an object must be considered as false. The brain
as an ‘object of recognition’ remains principally unable to recognize other brains
since only the brain as a ‘subject of recognition’ can do so.

1.3 Hypothesis of ‘embedment’

In order to answer the questions (1.2.1) and resolve the dilemma (1.2.2), we de-
velop the hypothesis of ‘embedment’” which shall be outlined briefly in the follow-
ing. The hypothesis of ‘embedment’ concerns definition of ‘embedment’ (1.3.1),
definition of hypothesis (1.3.2) and definition of the brain (1.3.3) (see Figure 4).
Finally, the strategy of the present investigation is revealed (1.3.4).

1.3.1  Defining ‘embedment’

The term ‘embedment’ can be defined by an ‘intrinsic’ relationship between brain,
body and environment. The term ‘embedment’ includes two components ‘em-
bodiment’ and ‘embeddedness’. ‘Embodiment’ refers to the ‘intrinsic’ relationship
between brain and body while ‘embeddedness’ describes the ‘intrinsic’ relation-
ship between brain/body and environment. ‘Embedment” must be contrasted to
‘isolation’. ‘Isolation’ can be defined by absence of an ‘intrinsic’ relationship be-
tween brain, body and environment. As such it includes ‘disembodiment’ (see
3.3.2) and ‘disembeddednes’ (see 3.3.2). ‘Isolation’ refers to both ‘extrinsic’ rela-
tionship and absence of relationship (see below for further definition). Both ‘ex-
trinsic’ and absent relationship must be distinguished from the ‘intrinsic’ relation-
ship, as presupposed in ‘embedment’ can be described by ‘bilateral dependency’
and ‘selective-adaptive coupling’ ‘Bilateral dependency’ implies mutual i.e. recip-
rocal dependency between brain, body and environment. For example, in the case
of ‘°embedment’ the brain can be considered as a necessary condition for the body
while the body, in turn, is a necessary condition for the brain. The same also re-
mains true in the case of ‘embeddedness’. Brain/body are a necessary condition
for the environment while, at the same time, the latter is a necessary condition
for the former (see 3.3.2). If ‘bilateral dependency’ is replaced by ‘unilateral de-
pendency’, one may describe the relationship as ‘extrinsic’ rather than ‘intrinsic’
If ‘uni/bilateral dependency’ is replaced by ‘independency’, one may speak of an
absence of relationship.
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‘Definition’: Determination, development
of concepts, and linkage to ‘mind-problems’

I

‘Brain’

Hypothesis
of ‘embedment’

‘Hypothesis’ ‘Embedment’
“Neurophilosophical’: ‘Embeddedness’:
“Transdisciplinary’ ‘Intrinsic’ integration
linkage and ‘indirect of the brain within
self-reference’ of the brain body and environment

Figure 4. Characterization of the hypothesis of ‘embedment’

‘Selective-adaptive coupling’ describes the process of ‘matching’ between
brain, body and environment resulting in ‘optimal fits’ (see 3.3.2. for more details).
For example, brain and body adapt to each other: The functional abilities of the
brain are constrained by the body while the latter, in turn, reflects the functional
abilities of the former. As such brain and body adapt to each other with respect
to specific, i.e. selective, functional abilities. The same is true for the relationship
between brain/body and environment. The specific state and functional organiza-
tion of the brain are selected by the respective environmental events and context
(see 3.1.2) — the brain is tailored to the environment. Whereas the respective en-
vironmental events and context themselves are predetermined and pre-selected by
the specific functional abilities of the respective brain/body — the environment is
adapted to the brain. If there is only selection but no adaptation, one may speak
of (‘extrinsic’) ‘linkage’ rather than (‘intrinsic’) ‘coupling’. If there is only adapta-
tion but no selection, one may speak of ‘dissolution’ rather than ‘coupling If there
is neither selection nor adaptation, one may speak of absence of relationship (see
3.3.2 for further details).

1.3.2  Defining ‘neurophilosophical hypothesis’

The hypothesis of ‘embedment’ can be defined as a ‘neurophilosophical hypoth-
esis’ (see also 1.4.4). As such it must be distinguished from both ‘empirical hy-
pothesis’ and ‘philosophical theory’. Unlike ‘empirical hypothesis; the hypothesis
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of ‘embedment’ includes epistemic and ontological determination of the brain:
Epistemic determination is reflected in elucidation of epistemic abilities and in-
abilities of the brain itself (see Chapter 2). Ontological determination is reflected
in the investigation of different ontological definitions of the brain i.e. ‘isolated
brain’ and ‘embedded brain’ (see 3.3.1 and 3.3.2). Due to inclusion of epistemic
and ontological determination of the brain, the ‘neurophilosophical hypothesis’
of ‘embedment’ must be distinguished from mere ‘empirical hypothesis’. Unlike
‘philosophical theory’, the hypothesis of ‘embedment’ concerns not only epistemic
and ontological definition but empirical determination of the brain as well. This
is reflected in empirical determination of the brain as a ‘dynamic brain’ (see 3.1.2)
and its characterization by ‘event coding’ (see 3.1.3). Due to inclusion of empirical
determination of the brain, the ‘neurophilosophical hypothesis’ of ‘embedment’
must be distinguished from mere ‘philosophical theory’. Since the hypothesis of
‘embedment’ contains elements of both ‘empirical hypothesis’ i.e. empirical deter-
mination of the brain and ‘philosophical theory’ i.e. epistemic and ontological de-
termination of the brain, it must be regarded as a ‘neurophilosophical hypothesis’
being truly ‘transdisciplinary’.

Due to its ‘transdisciplinary’ character, the hypothesis of ‘embedment’ fo-
cuses on the linkage between empirical, epistemic, and ontological determina-
tions, which may build upon each other: The brain is defined in empirical respect
(see 3.1.2); this definition is then related to an empirically plausible epistemic (see
Chapter 2 and 3.2.1) and ontological (see 3.3.1 and 3.3.2) determination of the
brain. At the same time, novel epistemic and ontological concepts (see 3.2.1 and
3.3.3) are developed which are more appropriate for an empirically plausible epis-
temic and ontological determination of the brain than the traditional ones. Finally,
one may ask for the necessary conditions for the principal possibility of the hypoth-
esis of ‘embedment’ as such. The determination of the brain can be considered as
the crucial core of the hypothesis of ‘embedment’. The author of the present book,
Georg Northoff, developed this hypothesis with his own brain; without his own
brain, Georg Northoff could have not developed this hypothesis. The hypothesis
of ‘embedment’ may subsequently be regarded as a ‘hypothesis about the brain by
a brain’. Consequently, there is a problem of ‘self-reference’ of the brain (see 3.3.4.
for further details): If ‘direct self-reference’ of the brain is possible, we may be prin-
cipally able to verify i.e. prove the hypothesis of ‘embedment’. If, in contrast, only
‘indirect self-reference’ of the brain (through some intermediate states) is possi-
ble, we may be able to gather some indirect evidence supporting the hypothesis
of ‘embedment’ while its verification i.e. proof remains principally impossible. If
‘self-reference’ of the brain remains impossible altogether (both ‘direct’ and ‘in-
direct’), we may neither be principally able to verify i.e. prove the hypothesis of
‘embedment’ nor to gather indirect evidence in support of it. It is suggested here
that our brain, and thus also the one of the author Georg Northoff, can be charac-
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terized by ‘indirect self-reference’ (see 3.3.4. for further detail). The hypothesis of
‘embedment’ may subsequently be supported by indirect evidence while it cannot
be verified or proven as such. Accordingly, the hypothesis of ‘embedment’ (in the
present sense) remains necessarily a hypothesis.

1.3.3 Defining the brain

The definition of the brain and thus the ‘philosophy of the brain’ as the crucial core
of the hypothesis of ‘embedment’ consist essentially of three parts: (i) definition
of the brain in empirical, epistemic and ontological respect; (ii) development of
novel, appropriate and corresponding concepts in neuroscience, epistemology and
ontology; (iii) demonstration of direct linkage between the ‘brain problem’ (see
1.1.2) and the ‘mind problems’ (see 1.1.1) (see also Figure 3).

The brain is determined in empirical, epistemic and ontological respect. It is
postulated that ‘embedment’ (see 1.3.1) provides the underlying ‘unifying theo-
retical principle’ for determination of the brain in the different domains. Consid-
eration of ‘embedment’ may subsequently reveal the constitutive empirical, epis-
temic and ontological features of the brain that define the brain as a brain. Epis-
temic and ontological characterization of the mind has been discussed extensively
in philosophy (see 1.1.1). Empirically, (the function of) the mind has been in-
vestigated in psychology and, most recently, in neuroscience (i.e. cognitive neuro-
science). Whereas the function of the brain has been extensively explored in neuro-
science, the constitutive epistemic and ontological features of the brain itself have
rather been neglected. Neither its specific epistemic abilities and inabilities nor the
particular type of ontology, required by the brain itself, have been revealed so far.
Moreover, even the constitutive empirical feature of the brain i.e. its ‘neural code’
or ‘brain code’ and its underlying ‘unifying theoretical principle’ remain unclear
(see 1.2.1).

The empirical, epistemic and ontological definition of the brain may require
the development of novel empirical, epistemic and ontological concepts as more
appropriate frameworks. They may subsequently be considered as more appropri-
ate than the traditional concepts that were developed independently from determi-
nation of the brain; the traditional concepts may thus be undermined and comple-
mented by the novel ones. Similar to the definition of the brain, ‘embedment’ pro-
vides the underlying ‘unifying theoretical principle’ for development of these novel
and more appropriate concepts. One may subsequently distinguish between ‘phi-
losophy of the brain” and ‘philosophy of embedment’. The ‘philosophy of the brain’
focuses on the empirical, epistemic and ontological determination of the brain and
its implications for philosophical problems like, for example, the ‘mind problems’
(see also 1.1.2). The ‘philosophy of embedment), in contrast, investigates necessary
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and sufficient conditions for the possibility of ‘embedment’. Since the brain as an
‘embedded brain’ is a necessary natural condition for the possibility of ‘embed-
ment, the ‘philosophy of the brain’ may be regarded as an essential component of
the ‘philosophy of embedment. However, in addition to the brain, there may also
be other necessary and sufficient natural and logical conditions for the possibility
of ‘°embedment’. The ‘philosophy of embedment’ provides subsequently a broader
and more foundational framework (see 3.3.3. for exact definition of ‘foundational’)
for the ‘philosophy of the brain’ so that the former can neither be reduced to the
latter nor equated with it.

The empirical, epistemic and ontological definition of the brain leads to the
resolution of the ‘brain problem’ (see 1.1.2). Due to the close relation between
the ‘brain problem’” and ‘mind problems’ (see 1.1.1), resolution of the former may
be accompanied by solution and transformation of the latter (see also Figure 2).
Whereas resolution of the ‘brain problem’ is assumed to presuppose ‘embedment’
(see above), the possibility of the ‘mind problems’ as such may rather presuppose
‘isolation’ (see 1.3.1). Investigation of the ‘mind problems’ in relation to the ‘brain
problem’ may subsequently imply a shift in the underlying ‘unifying theoretical
principle’ from ‘isolation’ to ‘embedment’. Consideration of ‘embedment’ may re-
veal the close linkage between the ‘brain problem’ and the ‘mind problems’: The
‘empirical mind problem), the ‘epistemic mind problem), and the ‘ontological mind-
brain relationship problem’ (see 1.1.1) may have their origin in a specific empirical,
epistemic and ontological determination of the brain. However, since investigation
of the brain has been neglected almost entirely (see 1.1.2), the respective determi-
nation of the brain, underlying these ‘mind problems) remains hidden. In a first
step, this hidden determination of the brain shall be elucidated which, in a sec-
ond step, shall be replaced by a novel and empirically more plausible empirical,
epistemic, and ontological definition of the brain. These novel definitions of the
brain lead to resolution of the ‘brain problem’ which, in turn, implies solution and
transformation of the ‘mind problems’ as demonstrated in a third step. Accord-
ingly, resolution of the ‘brain problem’ can be considered as a necessary condition
for the possibility of the solution and transformation of the ‘mind problems’.

1.3.4 Strategy of investigation

Until now, the brain has mostly been investigated in neuroscience and thus in terms
of natural conditions while epistemic and ontological investigations of the brain,
presupposing rather logical conditions, have been neglected almost entirely. In or-
der to do so, natural and logical conditions must be linked to each other (see 1.4.2).
This requires a special methodology i.e. neurophilosophy that provides linkage be-
tween natural and logical conditions and thus between neuroscience and philoso-



24  Chapter 1

’ Neurophilosophical method: Chapter 1.4 ‘

J

’ ‘Epistemic-empirical relationship’: Chapter 2 ‘

Determination of the brain: Chapter 3

/\

Empirical: ‘Dynamic Epistemic: ‘First-Person Ontological: ‘Embedded
brain’ Neuroscience’ brain’
Chapter 3.1 Chapter 3.2 Chapter 3.3

-

’ Resolution of the ‘dilemma’ and the ‘brain-problem’: Chapter 4 ‘

Figure 5. Strategy of investigation

phy. This methodology shall be developed and outlined in Chapter 1.4. Applying
neurophilosophical methodology, the brain can be coupled with epistemic abilities
and inabilities. This is reflected in so-called ‘epistemic-empirical relationship’ as
developed in the second chapter. One may consider this ‘epistemic-empirical re-
lationship’ as a systematic and detailed account of ‘neuroepistemology’ (see 3.2.1
for exact definition as well as Oeser & Seitelberger 1988; Hedrich 1998 for intro-
duction of this term). ‘Epistemic-empirical relationship), in turn, serves as the basis
for empirical, epistemic and ontological determination of the brain (see Figure 5).
Empirically, the brain is defined as a ‘dynamic brain’ (see 3.1) which, conceptually,
requires the development of a novel, corresponding and more appropriate method
in neuroscience i.e. ‘First-Person Neuroscience’ (see 3.1.2 and 3.2.1). Epistemically,
the brain is defined by ‘autoepistemic limitation’ (see 2.3.1) which, conceptually,
requires the development of a novel, corresponding and more appropriate concepts
of both neuroscience i.e. First-Person Neuroscience and epistemology i.e. ‘embed-
ded epistemology’ (see 3.2.1). Ontologically, the brain is defined as an ‘embedded
brain’ (see 3.3.2) which, conceptually, requires the development of a novel, corre-
sponding and more appropriate concept of ontology i.e. ‘embedded ontology’ (see
3.3.3). This empirical, epistemic and ontological definition of the brain is validated
by means of its ability to answer the questions and resolve the dilemma (see 4.1. and
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4.2) as raised in the present chapter (see 1.2). Moreover, the direct linkage between
the ‘brain problem’ and the ‘mind problems’ is demonstrated (see 4.3). Finally, the
shift in the underlying ‘unifying theoretical principle’ from ‘isolation’ to ‘embed-
ment’ and thus from ‘isolated brain’ to ‘embedded brain’ leads to a ‘paradigm shift’
in neuroscience, epistemology, ontology and philosophy (see 4.4).

1.4 Neurophilosophy as a method for investigation of the brain

1.41  Defining ‘Neurophilosophy’

The term ‘neurophilosophy’ is often used either implicitly or explicitly for the char-
acterization of an investigation of philosophical theories in relation to neuroscien-
tific hypothesis. According to Breidbach, ‘neurophilosophy’ has already been im-
plicitly practiced at the turn of last century by, for example W.Wundt (Breidbach
1997:393-394). Yet, it was P. Churchland who explicitly introduced the term ‘neu-
rophilosophy’ (Churchland 1986). Since then it has often been used almost in-
flationary without delineating a specific thematic field and developing a specific
methodology (see Northoff 1995a, 2000b, 2001¢). One may distinguish the follow-
ing approaches to neurophilosophy (see Northoft 2001¢) which shall be subsumed
under the headings of ‘Phenomenal or Cognitive Neurophilosophy’, ‘Empirical
Neurophilosophy’, and ‘Theoretical Neurophilosophy’.

‘Phenomenal or Cognitive Neurophilosophy’ focuses predominantly on an-
thropological phenomena, such as free will (Walter 1998), personal identity
(Northoff 2001b, 2003c, e), subjectivity (Metzinger 1993), action (Hurely 1998),
phantom sensations (Heinzel 1999), etc. Descriptions of these phenomena are
linked to both philosophical theories and a scientific description of their pos-
sible potentially underlying neuronal and cognitive mechanisms. Accordingly,
‘phenomenal or cognitive neurophilosophy’ covers a broad spectrum of anthro-
pological problems.

‘Empirical Neurophilosophy’ focuses on ‘empirical consistency’ and ‘empiri-
cal falsification’ (1.4.4) of philosophical theories. For example, criteria for personal
identity, as discussed in philosophy, can be transformed into a self-rating scale
for empirical assessment of personal identity before and after brain surgery (see
Northoff 1996a, 2001b). Phenomenal and epistemic characteristics of the First-
Person Perspective may also be translated into an activation paradigm used in
functional imaging of the brain (Northoff 2003a; Heinzel et al. 2003; Northoff
et al. 2003b, ¢, d). This could eventuate in the investigation of the neural mech-
anisms that underlie philosophical concepts. In recent literature the term ‘neu-
rophilosophy’ ‘concerns the application of neuroscientific concepts to traditional
philosophical questions’ (Bickle & Mandik 2001:1). Since ‘neurophilosophy’ in this
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sense aims at revealing the neural correlates of originally philosophical terms (like
free will, personal identity, consciousness, etc), one could also refer to it as ‘neu-
roscience of philosophy’. Both ‘Phenomenal or Cognitive Neurophilosophy’ and
‘Empirical Neurophilosophy’ may be regarded as crucial parts of such a ‘neuro-
science of philosophy” which, in turn, may reflect, at least partially, what Hume
called ‘science of man’ (Hume 1978).

‘Theoretical Neurophilosophy’ focuses predominantly on the development
of a definition and methodological principles and strategies for linkage between
philosophical theory and neuroscientific hypothesis (see Northoff 2003d). These
methodological principles may differ from the ones that are presupposed in phi-
losophy and neuroscience respectively. They may also differ from the ones that are
applied in the connection between philosophical concepts and the concepts from
other sciences (like physics or chemistry). ‘“Theoretical Neurophilosophy’ is closely
related to the ‘philosophy of neuroscience’. This is reflected in recent literature (see
Bechtel et al. 2001; Bickle & Mandik 2001): Like philosophy of psychology and phi-
losophy of physics, the ‘philosophy of neuroscience’ represents an ‘attempt to ad-
dress foundational issues in neuroscience’ (see Bechtel et al. 2001:7). For example,
the question about how to explain neuroscience is raised i.e. whether neuroscien-
tific explanations are in accordance with the deductive-nomological model as sug-
gested by Hempel. Further questions that are examined concern induction, causal-
ity, etc. particularly in neuroscience. Another central question involves the problem
of ‘naturalization’. Can neuroscience apply the same strategies for ‘naturalization’
of philosophical terms as other disciplines (like physics and chemistry)? Are the
general methodological principles for ‘naturalization’ also valid in neuroscience or
is there a need to develop special strategies particularly for neuroscience? The latter
issues do not only concern philosophical problems in neuroscience but dilemma
in ‘neurophilosophy’ itself (see 1.2 and Northoff 2001a, 2000b). One may therefore
not only speak of a ‘philosophy of neuroscience’ but, in addition, of a ‘philoso-
phy of neurophilosophy’. ‘Theoretical Neurophilosophy’, as defined in the above
mentioned sense, includes both ‘philosophy of neuroscience’ and ‘philosophy of
neurophilosophy’.

Whereas numerous investigations these days may qualify as ‘Phenomenal and
Cognitive Neurophilosophy” or ‘Empirical Neurophilosophy, an exact definition
and description of the methodological principles and strategies in neurophiloso-
phy are still lacking. In the following an attempt is made to investigate the specific
aspects of neurophilosophical methodology, which distinguish neurophilosophy
from both philosophy and neuroscience. Various principles of transdisciplinary
methodology are suggested in order to connect philosophical theories and neu-
roscientific hypothesis. The arguments and the principles themselves are cast on
a general level. They may therefore be regarded also as methodological strategies
for the linkage between philosophical theories and scientific hypothesis in general.
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As such they prepare the ground for their utilization in ‘neurophilosophy’, which
will follow in the second chapter. The question in what way they are specific for
the linkage between philosophical theories and neuroscientific hypothesis in par-
ticular, remains open and should be discussed separately. This methodological sec-
tion should therefore be conceived as a preliminary stage in the development of
‘philosophy of neurophilosophy’ as part of a “Theoretical Neurophilosophy’.

1.4.2 Principles of transdisciplinary methodology

One crucial distinctive feature in the linkage between philosophical theories and
neuroscientific hypothesis in particular, as opposed to scientific hypothesis in gen-
eral, could concern the issue of ‘self-referentiality’ (see also 3.3.4 for a more detailed
elaboration). For example, neurophilosophy links philosophical theories about the
mind with neuroscientific hypothesis about the brain. Depending on the respec-
tive epistemic-ontological presuppositions either one, mind or brain by itself is
at least a necessary condition for the epistemic possibility of the linkage between
philosophical theories and neuroscientific hypothesis. In order to avoid ‘logical cir-
cularity’, the linkage between philosophical theories and neuroscientific hypothesis
requires special principles for transdisciplinary methodology (see 1.4.3 and 1.4.5
as well as 3.3.4).

The ‘Principle of asymmetry’
“Transdisciplinary methodology’ in neurophilosophy links logical and natural con-
ditions of which the relation can be characterized by the ‘principle of asymme-
try’ (see Figure 6). Logical conditions refer to all possible i.e. logically conceivable
worlds. They include both natural and non-natural worlds with only the former
underlying our physical and biological laws. Natural conditions, in contrast, refer
only to the natural world and thus to the respective physical and biological laws.
Since logical conditions comprise both natural and non-natural worlds, they nec-
essarily include natural conditions (Chalmers 1998). Natural conditions, which re-
flect the natural world exclusively, do not include logical conditions. The relation
between natural and logical conditions can thus be characterized by ‘asymmetry’
the latter including the former while the former exclude the latter (see Figure 6).
The ‘principle of asymmetry’ is reflected in the following formulas (P =
premise, C = conclusion, L = Logical conditions, 11 and 12 = different subsets of
logical conditions, N = Natural conditions).

Pl L=11+12
P2 11=/12
P3 11=N
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Figure 6.
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Cl I2=/N
C2 L=/N

This ‘principle of asymmetry’ has the following implications with respect to in-
ference between natural and logical conditions. First, direct inference from logical
to natural conditions remains impossible. Since logical conditions include a wider
range of conditions than natural conditions, direct inference from the former to the
latter may confuse non-natural i.e. logically conceivable worlds with the natural i.e.
actual world.

Second, direct inference from natural to logical conditions remains impossible
as well. Since natural conditions include a smaller range of conditions than log-
ical conditions, direct inference from the former to the latter may falsely equate
non-natural worlds with the natural world. Ignoring the principle of asymmetry
will lead to a ‘conditional fallacy’ (see Figure 6). ‘Conditional fallacy’ refers to in-
ferences between logical and natural conditions that, due to their inclusion of dif-
ferent though overlapping conditions, are not allowed. As such ‘conditional fal-
lacies’ may lead to false assumptions about the relationship between natural and
non-natural worlds.

The mind-brain problem has been regarded as a philosophical problem, which
as such presupposes logical conditions (see also Praetorius 2000: XVII for giving
another example i.e. with respect to intentionality). Recent advances in neuro-
science, however, have promoted efforts to solve this problem from a neurosci-
entific point of view, which presupposes natural conditions. Subsequently, it is
often claimed that the mind-brain problem can be solved completely by neuro-
science and thus by consideration of natural conditions (see, for example, Church-
land 1986). However, this claim may be considered as an instance of a ‘conditional
fallacy’ which confuses natural and logical conditions. The mind-brain problem
refers to logical conditions including both natural and non-natural worlds. In con-
trast, neuroscience refers to natural conditions including the natural world only.
Direct application of and inference from empirical findings in neuroscience to the
mind-brain problem may thus falsely equate non-natural worlds with the natural
world. This, however, may lead to false conclusions since non-natural worlds in-
clude a wider range of conditions than the natural world. The neuroscientist there-
fore commits a ‘conditional fallacy’ when he directly applies and infers from his
empirical findings to the mind-brain problem. Conversely, solutions of the mind-
brain problem, as suggested in philosophical discussions, may not necessarily apply
to our actual brain and mind, as investigated in neuroscience. Logical conditions
may not necessarily ‘match’ with natural conditions. Direct inference from philo-
sophical mind-brain solutions to our actual brain (and mind) remains therefore
impossible as well since it leads to confusion between non-natural and natural
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worlds. The philosopher remains subsequently trapped in a ‘conditional fallacy’
when he directly applies his mind-brain solutions to our actual brain (and mind).

In addition to their asymmetry, overlap between natural and logical conditions
should be considered as well (see Figure 6). Logical conditions refer to both natural
and non-natural worlds and include therefore the natural world to which natural
conditions refer. There is subsequently an overlap between natural and logical con-
ditions with respect to the natural world. Accordingly, criteria for the distinction
between different subsets of logical conditions and their subsequent linkage with
natural conditions are needed. The transdisciplinary methodology, which charac-
terizes neurophilosophy, can thus be located on the border between natural and
logical conditions. As such it allows for both differentiation and linkage between
natural and logical conditions and thus between neuroscientific hypothesis and
philosophical theory. For example, logical conditions, as presupposed in philo-
sophical mind-brain solutions, may indeed apply to the actual brain (and mind)
which reflects natural conditions. This, however, remains true only if the logical
conditions, to which the philosopher refers to, are identical to natural conditions
(see Figure 6) — the possibility of a ‘conditional fallacy’ is excluded. If, however, the
logical conditions are not identical to the natural conditions, the possibility of a
‘conditional fallacy’ is given. Due to the asymmetric nature of the relationship be-
tween logical and natural conditions, any attempts to eliminate the former in favor
of the latter must necessarily fail. Such attempts of elimination are described by
McCauley (2001:439-441), who relies on the theories developed by the Church-
lands (see Churchland & Churchland 2001) (such as ‘co-evolution s” with ‘little
intertheoretic mapping’). In our case, this implies the consecutive and complete
elimination of the logical conditions and thus of any philosophical theory in favor
of natural conditions and neuroscientific hypotheses. However, such an elimina-
tion would only be possible in the case of a symmetric relationship between logical
and natural conditions — since this is not the case, elimination in this radical sense
remains a priori impossible.

The ‘Principle of bidirectionality’

The ‘principle of bi-directionality’ consists in the necessity of bi-directional linkage
between philosophical theories and neuroscientific hypotheses and thus between
logical and natural conditions. On one hand, philosophical theories can be linked
to a neuroscientific hypothesis which allows for investigation of ‘empirical consis-
tency’ (see 1.4.4) of the former. If the respective philosophical theory remains ‘em-
pirically consistent], one may assume that it reflects those logical conditions, which
are identical (i.e. 11) to natural conditions. In contrast, if the respective philosoph-
ical theory is revealed as ‘empirically inconsistent, one may assume that it reflects
those logical conditions, which are non-identical (i.e. 12) to natural conditions. In
this case, one may either accept a gap between philosophical theory and neuro-
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scientific hypothesis with consecutive impossibility of development of neurophilo-
sophical hypothesis. Or one may modify the philosophical theory in orientation on
the respective neuroscientific hypothesis which implies ‘definitorial shifting’ and
‘conceptual re-clarification’ (see 1.4.4). On the other hand, a neuroscientific hy-
pothesis can be linked to a philosophical theory which allows for investigation of
‘logical consistency’ (see 1.4.4) of the former. A neuroscientific hypothesis may be
investigated in regards to its respective ontological and epistemic presuppositions
i.e. its ‘net implications’ (Quine 1969:80-82). As such natural conditions may be
linked to logical conditions by revealing those that are identical (i.e. I1) to natural
conditions. Moreover, one may vary these natural/logical conditions by imagina-
tive variation (see 1.4.4 for definition and Chapter 2 for application) in order to
elucidate those logical conditions, which are non-identical (i.e. 12) with natural
conditions. As a result, the ‘principle of bidirectionality’ allows for mutual com-
parison between philosophical theory and neuroscientific hypothesis with respect
to their respective conditions i.e. logical and natural conditions. Accordingly, the
general framework for the possibility of comparison between philosophical theory
and neuroscientific hypothesis can be provided.

Within this general framework, one (philosophical theory or neuroscien-
tific hypothesis) of them provides the ‘background theory’ as the ‘reference sys-
tem’/’coordinate system’ (Quine 1969:48-50) for the respective other. Due to
the bi-directional nature in the relationship between logical and natural condi-
tions, any attempts to reduce philosophical theories to neuroscientific hypothe-
ses remains impossible. Such attempts of reduction are described by McCauley
(2001:439-441), who in turn relies on the theories by the Churchlands (see
Churchland & Churchland 2001), when he speaks of ‘co-evolution m’ with ‘exten-
sive intertheoretic mapping’ (see also above). He is certainly right that, due to the
overlap between natural and logical conditions, ‘intertheoretic mapping’ between
philosophical theories and neuroscientific hypotheses is possible. However, in con-
trast to his claim, ‘intertheoretic mapping’ must necessarily remain incomplete
since there is no complete overlap between logical conditions i.e. the philosophical
theories and the natural conditions i.e. the neuroscientific hypotheses. Complete
‘intertheoretic mapping’ in the sense of McCauley would thus only be possible in
the case of a unidirectional relationship between logical and natural conditions —
since this is not the case complete reduction remains a priori impossible.

The ‘Principle of transdisciplinary circularity’

The ‘principle of transdisciplinary circularity’ describes systematic processes of os-
cillation and circulation between philosophical theory and neuroscientific hypoth-
esis (see also Figure 7a) with the consecutive development of a neurophilosophical
hypothesis (see 1.4.4. for exact definition). Due to methodological differences with
respect to natural and logical conditions (see 1.4.2), direct comparison and linkage
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Philosophical theory Neuroscientific hypothesis
TS (0N
TS<>—< (O]

TS >< (ON)
TS >< (O]

a. ‘Disciplined circularity’ between philosophical theory (TS = theoretical sentences) and
neuroscientific hypothesis (OS = observation sentences)

Philosophical theory Neuroscientific hypothesis
TS1 0OS1
TS2 0S2
TS 3 0S3
TS 4 0S4

b. Characterization of philosophical theory (TS = theoretical sentences) and neuroscientific
hypothesis (OS = observation sentences)

Philosophical theory Neuroscientific hypothesis
TS1— OS OS1—TS
TS2— OS 0S2—TS
TS3 — OS 0S3— TS
TS 4 — OS 0S4 — TS

c. ‘Empirical implication’ in philosophical theory (TS = theoretical sentences) and ‘theoret-
ical explication’ of neuroscientific hypothesis (OS = observation sentences)

Figure 7.

between philosophical theory and neuroscientific hypothesis remains impossible.
Instead, methods for indirect comparison and linkage, which are reflected in the
processes of oscillation or circulation, have to be developed. Since these processes
follow certain systematic and predefined methodological steps, one may speak of a
‘disciplined circularity’ (Varela 1996).

One may consider this ‘disciplined circularity’ (see Figure 7a) between philo-
sophical theories and neuroscientific hypotheses as a linkage between ‘theoretical
sentences’ and ‘observation sentences’ “Theoretical sentences’ refer to logical con-
ditions and are thus independent from the actual world. They reflect ontological
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Philosophical theory Neuroscientific hypothesis
TS1 0OS1
TS2 0S2
TS 3 0S3
TS 4 0S4
TS1— OS 0OS1—TS
TS2 — OS 0S2—TS
TS 3 — OS 0S3— TS
TS4— OS 0S4 — TS

d. Investigation of ‘empirical consistency’ in philosophical theory (TS = theoretical sen-
tences) and ‘logical consistency’ in neuroscientific hypothesis (OS = observation sentences)

Figure 7.

and epistemological assumptions which are discussed explicitly in philosophical
theory (see Figure 7b). ‘Observation sentences, in contrast, refer to natural condi-
tions and empirical observations within the actual world: “... an observation sen-
tence is one on which all speakers of the language give the same verdict when given
the same concurrent stimulation’ (Quine 1969:86—87).

First, ‘explications’ and ‘implications’ shall be revealed (see Figure 7c). ‘Ex-
plications’ refer to ontological and epistemic presuppositions, which are implic-
itly presupposed in neuroscientific hypotheses. ‘Implications’, in contrast, refer to
potential empirical consequences of philosophical theories. Accordingly, the first
step consists of revealing the ‘theoretical explications’ in a neuroscientific hypoth-
esis and ‘empirical implications’ in philosophical theory. Particular ‘observation
sentences’ may involve specific ‘theoretical sentences’ while excluding others. This
linkage between explicit ‘observation sentences’ and implicit ‘theoretical sentences’
may be revealed by ‘theoretical explication’ ‘Empirical implication’ points out the
possibility and impossibility of inferring ‘observation sentences’ from ‘theoretical
sentences’ Certain ‘observation sentences’ may be excluded while others may be
likely to infer. Subsequently, mutual ‘theoretical explication’ and ‘empirical im-
plication’ of ‘theoretical sentences’ and ‘observation sentences’ may be considered
as a necessary condition for generating a specific framework for comparison and
linkage between neuroscientific hypothesis and philosophical theory.

Secondly, ‘logical and empirical consistency’ shall be tested for (see Figure
7d). ‘Theoretical explications’ i.e. the respective ontological and epistemic presup-
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position in a neuroscientific hypothesis shall be compared with ontological and
epistemic theories as discussed in philosophy. It is then possible to test for rela-
tion and linkage of neuroscientific hypothesis to philosophical theories and log-
ical conditions i.e. their ‘logical consistency’. Conversely, ‘empirical implications’
of philosophical theories shall be compared with empirical findings as reflected
in neuroscientific hypotheses. One can then test for plausibility and compatibility
of philosophical theories with a neuroscientific hypothesis and natural conditions
i.e. their ‘empirical consistency’ The second step consists of comparison of ‘the-
oretical explications’ and ‘empirical implications’ with neuroscientific hypotheses
and philosophical theories respectively in order to test for their ‘logical and em-
pirical consistency’ (see also 1.4.4 for further definition of both terms). Compari-
son between ‘theoretical sentences’ and ‘observation sentences’ may refer to onto-
logical/epistemological presuppositions, empirical observations or the respective
concepts. If one wants to compare the concepts themselves, ‘logical and empiri-
cal inconsistencies’ i.e. differences between ‘theoretical sentences’ and ‘observation
sentences’” in both ontological/epistemological presuppositions and empirical ob-
servations shall be excluded. Otherwise, the origin i.e. source of similarities and/or
differences between ‘theoretical sentences’ and ‘observation sentences’ remains un-
clear. Subsequently, mutual comparison of ‘theoretical sentences’ and ‘observa-
tion sentences’ with respect to ‘logical and empirical consistency’ may be regarded
as a necessary condition for the possibility of comparison between philosophical
theories and neuroscientific hypotheses.

Thirdly, ‘analogisation’ and ‘homogenisation” shall be performed (see Figure
7e). ‘Logical inconsistency’ in neuroscientific hypotheses may be transformed into
‘logical consistency’. This may be accounted for by modification of either ‘theoreti-
cal explications’ i.e. ontological/epistemological presuppositions in neuroscientific
hypotheses or ontological/epistemological theories themselves, as discussed in phi-
losophy. Ontological/epistemological assumptions are ‘analogised’ and ‘homoge-
nized’ between neuroscientific hypothesis and philosophical theory. Conversely,
‘empirical inconsistency’ in philosophical theory may be transformed into ‘empir-
ical consistency’. This may be accounted for by modification of either ‘empirical
implications’ i.e. empirical consequences of philosophical theory or neuroscien-
tific hypotheses themselves. As such empirical hypotheses are ‘analogised’ and ‘ho-
mogenized’ between neuroscientific hypothesis and philosophical theory. Accord-
ingly, the third step includes mutual ‘analogisation’ and ‘homogenisation’ between
philosophical theory and neuroscientific hypothesis, which is necessary to achieve
‘logical and empirical consistency’. The ‘net implications’ of both ‘observation sen-
tences’ and ‘theoretical sentences’ are thus not only compared with each other but,
in addition, modified in orientation on the respective other. Differences between
‘observation sentences’ and ‘theoretical sentences’ can then no longer be traced
back to differences in either ontological/epistemological assumptions i.e. logical
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Philosophical theory
TS1
TS2

TS 3

TS 4

TS 1 — OS — TS1 (OS1)
TS2 — OS — TS2 (0S2)
TS 3 — OS — TS3 (0S3)
TS 4 — OS — TS4 (0S4)

Neuroscientific hypothesis

0S1
0S2

0S3
0S4

0S 1 — TS — OS1 (TS1)
0S2 — TS — OS2 (TS2)
0S 3 — TS — 0S3 (TS3)
0S4 — TS — 0S4 (TS4)

e. ‘Analogization’ and ‘homogenization’ between philosophical theory (TS = theoretical
sentences) and neuroscientific hypothesis (OS = observation sentences)

Philosophical theory
TS1
TS2

TS3
TS 4

TS 1 — OS — TS1 (0S1) — TS1 (0S2)
TS 2 — OS — TS2 (0S2) — TS2 (0S3)
TS 3 — OS — TS3 (0S3) — TS3 (0S4)
TS 4 — OS — TS4 (0S4) — TS4 (0S1)

Neuroscientific hypothesis
0S1
0S2

0S3
0S4

0S 1 — TS — OS1 (TS1) — OSI (TS2)
082 — TS — 0S2 (TS2) — OS2 (TS3)
0S3 — TS — 0S3 (TS3) — 0S3 (TS4)
0S4 — TS — 0S4 (TS4) — 0S4 (TS1)

f. ‘Inverse illustration’and ‘cross-disciplinary comparison’ between philosophical theory (TS
= theoretical sentences) and neuroscientific hypothesis (OS = observation sentences)

Figure 7.

conditions or empirical hypothesis i.e. natural conditions. Comparison and linkage
between ‘observation sentences’ and ‘theoretical sentences’ and thus between nat-
ural and logical conditions becomes possible. Subsequently, mutual analogisation’
and ‘homogenisation’ between ‘observation sentences’ and ‘theoretical sentences’
may be considered as a necessary condition for the possibility of linkage between
neuroscientific hypothesis and philosophical theory.
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Fourthly, ‘inverse illustration” and ‘cross-conditional disciplinary comparison’
shall be created (see Figure 7f). One may investigate the influence and conse-
quences of modified ‘theoretical explications’ i.e. ontological/epistemological pre-
suppositions on/for the neuroscientific hypothesis themselves. The neuroscien-
tific hypothesis itself may remain either independent from the modified onto-
logical/epistemological presuppositions or it may have to be modified in order to
be compatible with the modified ontological/epistemological presuppositions that,
consecutively, may result in the development of a neurophilosophical hypothesis.
The relevance of ontological and epistemological presuppositions for neuroscien-
tific hypothesis can be determined. Conversely, one may investigate the influence
and consequences of modified ‘empirical implications’ i.e. empirical hypothesis
on/for the philosophical theories themselves. The philosophical theory itself may
remain either independent from the modified empirical hypothesis or it may have
to be modified as well in order to be compatible with the modified empirical hy-
pothesis that, consecutively, may result in the development of a neurophilosophical
hypothesis. The relevance of empirical hypotheses for philosophical theories can
be determined. Accordingly, in order to investigate the need for mutual modifica-
tion with consecutive development of neurophilosophical hypotheses, the fourth
step consists in mutual ‘inverse illustration’ and ‘cross-disciplinary comparison’
between philosophical theory and neuroscientific hypothesis. ‘Net implications’ of
both ‘observation sentences’ and ‘theoretical sentences’ are not only modified but
the influence and consequences of these modifications on/for the original ‘observa-
tion sentences’ or ‘theoretical sentences’ is investigated which may reveal the need
for modification of the respective ‘observation sentence’ or ‘theoretical sentence’
itself. The relevance of the modifications, which reflects the direct interaction be-
tween ontological/epistemological assumptions and empirical hypothesis within
both, ‘theoretical sentences’ and ‘observation sentences’, can be accounted for. Sub-
sequently, ‘inverse illustration’ and ‘cross-disciplinary comparison’ may be consid-
ered a necessary condition for revelation of direct interaction between ontolog-
ical/epistemological assumptions and empirical hypothesis within philosophical
theory and neuroscientific hypothesis (see Eicke 2002 for application).

The ‘principle of transdisciplinary circularity’ shall be illustrated by the exam-
ple of Parfit’s (1989) ‘spectrum arguments, which deal with the relation between
personal identity and the brain (see Northoff 2000b, 2001b). In his philosophi-
cal theory about personal identity, he makes implicit presuppositions about the
brain i.e. empirical hypothesis. These implicit empirical hypotheses are, however,
not in accordance with current neuroscientific hypotheses about the function of
the brain. Parfit’s empirical hypothesis about the brain must therefore be mod-
ified which, in turn, may make modification of his philosophical theory of per-
sonal identity necessary. An ‘empirical implication’ (step 1) of Parfit’s account of
the brain is that there is a linear relation between brain cells and cognitive function.
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This is reflected in his assumption about a one-to-one relationship between brain
cells and personal identity. However, comparing (step 2) his view of the brain with
current neuroscientific hypotheses about the function of the brain, differences are
revealed so that Parfit’s assumption must be characterized by ‘empirical inconsis-
tency’. One may therefore modify Parfit’s assumption about the brain in orienta-
tion on a current neuroscientific hypothesis, which reflects ‘analogisation” and ‘ho-
mogenisation’ (step 3). Accordingly, one may assume either one-to-more or more-
to-one relation between brain cells and cognitive function. The implications of this
modified view of the function of the brain for his theory of personal identity can
then be investigated by relying on ‘inverse illustration” and ‘cross-conditional com-
parison’ (step 4). As a result, the interaction between empirical hypothesis of brain
function and Parfit’s philosophical theory of personal identity can be accounted
for. This may consecutively result in the development of an ‘empirical and logi-
cally consistent’ neurophilosophical hypothesis about the relation between brain
and personal identity (see Northoff 2000a, 2001b).

The need for the development of the ‘principle of transdisciplinary circular-
ity’ stems from the failure of both elimination and reduction of logical conditions
i.e. philosophical theories in favour of natural conditions i.e. neuroscientific hy-
potheses. Since neither elimination nor reduction remains possible both have to be
considered. This amounts close to what McCauley (2001:439-441), who in turn re-
lies on the theories by the Churchlands (see Churchland & Churchland 2001), calls
‘co-evolution p’ where the primacy of the natural conditions i.e. the neuroscientific
hypotheses is weakened in the interests of ‘epistemic pluralism’. However, if both
logical and natural conditions have to be considered, the question for their rela-
tionship i.e. the ‘intertheoretic and intratheoretic relations’ arises. It is at this point
where the ‘principle of transdisciplinary circularity’ claims to provide a systematic
methodological strategy for the linkage between logical conditions i.e. philosoph-
ical theories and natural conditions i.e. neuroscientific hypotheses (see however
Churchland & Churchland 2001).

1.4.3 ‘Ontology’ and ‘epistemology’ in neurophilosophy

‘Ontological and epistemic primacy’

The methodological strategy, as presupposed in philosophy, relies on either im-
plicit or explicit ontological presuppositions i.e. ‘ontological intuitions’ (van
Gelder 1998b:122). These ontological presuppositions are assumed to provide the
broader and foundational framework (see 3.3.3 for exact definition of ‘broader’
and ‘foundational’) for epistemology, which shall be characterized as ‘ontological
primacy’ and ‘unilateral dependence’ (see also Figure 8). Since epistemic abilities
like experience, recognition and knowledge, as investigated in epistemology, re-
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main impossible without presuppositions about ‘reality and existence’ i.e. ontol-
ogy, ontology is broader and foundational for epistemology. Moreover, epistemol-
ogy is necessarily dependent on ontology since epistemology remains ‘empty’ with-
out ‘reality and existence’. Meanwhile, presuppositions about ‘reality and existence’
seem to be independent from their experience, recognition and knowledge. Conse-
quently, epistemology is unilaterally dependent on ontology. The term ‘ontology’
characterizes what really exists, differences between distinct kinds of existences,
and conditions for the possibility of existences. ‘Ontology’ shall be described by
‘reality and existence’ within the present context (see also 3.3. for further elab-
oration). It should be noted that the term ‘ontology’ is not distinguished from
the term ‘metaphysics’ in the present context (see also Walter 1998, Footnote 16,
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125). Ontology as a philosophical discipline can therefore be characterized by on-
tological assumptions about ‘reality and existence’. Since both ‘reality and existence’
and ontological assumptions about ‘reality and existence’ may differ i.e. dissociate
from each other, both should be distinguished. The term ‘epistemology’ charac-
terizes our abilities and inabilities to account for and recognize the world and the
corresponding discipline may therefore investigate our relation to the world. In
this context, epistemology shall describe our ‘epistemic abilities and inabilities’ i.e.
‘epistemological capacities’ to experience, recognize, and observe ourselves, others,
and the world (see 3.2 for more elaboration).

Ontological assumptions about ‘reality and existence’ presuppose epistemo-
logical presuppositions by themselves i.e. they ‘presuppose that we have knowledge
and language for what is ontologically to be determined’ (Praetorius 2000:293).
‘Epistemological capacities’ are necessary to access ‘reality and existence’ which, in
turn, remains necessary for making presuppositions about it. If there are no ‘episte-
mological capacities’ for accessing ‘reality and existence’, ontological assumptions
about it can no longer be made. Subsequently, the possibility of ontological as-
sumptions about ‘reality and existence’ depends on the respective ‘epistemological
capacities’ or, as W. James puts it, on our ‘perspective’. In the case of humans, for
instance, ‘epistemological capacities’ are closely related to the brain as it is, for ex-
ample, reflected in the recent development of ‘neuroepistemology’ (Kuhlenbeck
1965; Hedrich 1998; Northoff 2000b, 2001b). If our brain were different (i.e. its
organisational principle; see 3.1.3), we would probably have different ‘epistemo-
logical capacities’ Different ‘epistemological capacities’ would provide us with a
different access to ‘reality and existence’ which consecutively would lead to differ-
ent ontological assumptions about ‘reality and existence’. For example, First- and
Third-Person Perspective lead to different types of ontology (see 3.3.3 and 3.3.4 for
further details). The First-Person Perspective is characterized by mental states and
consecutively implies ‘mental ontology’. Meanwhile, the Third-Person Perspective
shows rather physical states and is consecutively rather related to ‘physical ontol-
ogy’. This shows that, different ‘epistemological capacities’ give us a different ‘per-
spective’ on ‘reality and existence’ and lead subsequently to different ontological
assumptions.

Consideration of epistemological presupposition for ontological assumptions
requires ‘epistemic primacy’ as a methodological strategy. Epistemological presup-
positions provide a broader and foundational framework for ontological assump-
tions which shall be described by ‘epistemic primacy’ (see also Figure 8a). More-
over, ontological assumptions are necessarily dependent on epistemology since on-
tology remains ‘blind’ without ‘epistemological capacities’ In the meantime pre-
suppositions about ‘epistemological capacities’ seem to be independent from onto-
logical assumptions about ‘reality and existence’. Accordingly, ontological assump-
tions i.e. ontology are unilaterally dependent on epistemology. Historically, ‘epis-
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temic primacy’ can be traced back to the methodological approach pursued by
Locke and Hume which can be characterized as an ‘epistemological turn’: ‘A third
influence on Hume was John Locke, the founder of the British Empiricist school.
Three aspects of Locke’s thought are especially relevant. The first is what we may
call ‘epistemological turn’. This is the view that before tackling big questions about
the nature of reality — such as the existence and nature of God, or the basic prop-
erties of matter, or the immortality of the soul 0- we need to investigate the hu-
man mind with a view ascertaining both its powers and limitations, so that we are
enabled to determine, what we may realistically hope to know. (Dicker 1998).

It should be noted that both methodological strategies ‘ontological primacy’
and ‘epistemic primacy’ are rather complementary than contradictory (see Figure
8b). While epistemology does not necessarily presuppose ontological assumptions
about ‘reality and existence’ ‘ontological primacy’, which concerns ‘reality and exis-
tence), is necessarily presupposed by epistemology. Conversely, ‘epistemic primacy’
concerns the necessity of ‘epistemological capacities’ for ontological assumptions
about ‘reality and existence’. It does not concern ‘reality and existence’ as such i.e.
by itself. ‘Ontological primacy’ remains true for ‘reality and existence’ while ‘epis-
temic primacy’ is valid for ontological assumptions about ‘reality and existence’
Accordingly, ‘ontological primacy’ and ‘epistemic primacy’ must be regarded as
complementary rather than contradictory. As pointed out above, philosophy relies
predominantly on ‘ontological primacy’ since it considers ‘reality and existence’ as
the broader and foundational framework for epistemology. On the basis of ‘on-
tological primacy’, philosophy infers that ontology as a discipline, which makes
ontological assumptions about ‘reality and existence’, provides the broader and
foundational framework for epistemology. In contrast to ‘ontological primacy), this
inference can, however, not be considered as true since ontological assumptions
about ‘reality and existence’ necessarily presuppose ‘epistemological capacities’ (see
above). Philosophy, as a result, confuses ‘reality and existence’ i.e. ontology as such
and ontological assumptions about ‘reality and existence’ i.e. ontology as a disci-
pline. Philosophy considers therefore only the relation between ‘reality and exis-
tence’ and epistemology while it remains unable to account for the relationship
between ontological assumptions about ‘reality and existence’ and ‘epistemolog-
ical capacities’ In order to account for the relationship between ontological as-
sumptions about ‘reality and existence’ and ‘epistemological capacities), ‘epistemic
primacy’ remains necessary and the specific linkage between ‘epistemological ca-
pacities’ and ontological assumptions about ‘reality and existence’ must be investi-
gated. This is the strategy that is pursued and suggested by neurophilosophy as it is,
for example, reflected in neuroepistemology (see Chapter 2 and 3.2) and neuroon-
tology (see 3.3). Since ‘epistemic and ontological primacy’ are well compatible with
each other (see above), neurophilosophy and philosophy cannot be considered as
mutually exclusive and thus as contradictory. Philosophy concerns the relationship
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between ‘reality and existence’ and epistemology. Neurophilosophy on the other
hand focuses more on the relationship between ontological assumptions about ‘re-
ality and existence’ and ‘epistemological capacities’. Accordingly, philosophy and
neurophilosophy must be regarded as complementary.

This is, for example, reflected in the mind-brain problem. The mind-brain
problem is discussed in philosophy as an ontological problem which focuses on
mind and brain as either different or identical ontological ‘realities and existences’
The focus is put on the ontological-epistemological relationship i.e. the ontological
characterization of both mind and brain, from which the respective types of epis-
temology are inferred. In neurophilosophy, the mind-brain problem is discussed
with respect to the necessary conditions for its possibility as such which, in turn,
reflect the ‘epistemological capacities’. Neurophilosophy focuses therefore on elu-
cidation of epistemic abilities and inabilities in relation to the brain as a necessary
condition for the possibility of the mind-brain problem as an ontological problem
(see 3.3.3 and Northoff 2000b, 2001a, b). If we have different ‘epistemological ca-
pacities’, we would potentially no longer be able to raise the mind-brain problem as
an ontological problem. The focus is thus put on the epistemological-ontological
relationship. The epistemic origin of ontological assumptions and thus the neces-
sary epistemic conditions for the possibility of their generation can be revealed by
relying on the epistemic-ontological relationship — this approach may be called ‘ge-
netic method’. Historically, this ‘genetic method” can be traced back to Hume who
did not only, negatively, criticize metaphysical theories but, in addition, positively,
accounted for their origin in our epistemic i.e. psychological structures: ‘Hume
would then use the findings of this new science of human nature, negatively, to
criticize the overly ambitious theories of rationalist metaphysicians. He would also
use his findings, positively, to offer his own accounts of the origin of certain basic
human beliefs; for example, the belief in causal connections between events; the
belief in the existence of objects independently of our perceptions of them; and the
belief in the existence of a continuing mind or self” (Dicker 1998:3).

Finally, the relationship between ‘epistemic primacy’ and naturalism shall
be discussed briefly. One may distinguish between different versions of natural-
ism: ‘ontological naturalism’ (see also 3.3.3), ‘epistemological naturalism’ (see also
3.2.1) and ‘methodological naturalism’ ‘Ontological naturalism’ can refer to the
physical world or the biological world (see also 3.3.3 for further discussion). ‘Epis-
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sumptions about ‘reality and existence’ i.e. naturalistic and non-naturalistic may
be related to different ‘epistemological capacities’ Accordingly, ‘epistemic primacy’
is not necessarily associated with ‘ontological naturalism’. Secondly, ‘epistemic pri-
macy’ does not imply ‘epistemological naturalism’. ‘Epistemic primacy’ determines
only a methodological strategy while it cannot be regarded as an epistemologi-
cal position on its own as, for example, ‘epistemological naturalism’ ‘Epistemic
primacy’ as a methodological strategy may be applied within both naturalistic
and non-naturalistic frameworks. ‘Epistemic primacy’ is therefore not necessarily
associated with ‘epistemological naturalism’. Thirdly, ‘epistemic primacy’ implies
‘methodological naturalism’. ‘Methodological naturalism’ refers to the inclusion of
empirical observations in epistemological and ontological investigations (see also
Koppelberg 2000). An investigation of ‘epistemological capacities’ requires con-
sideration of empirical observations since otherwise (i.e. in purely logical ways)
they may not be accessible. The linkage between ‘epistemological capacities’ and
ontological assumptions about ‘reality and existence’ remains therefore impos-
sible without empirical observations. Accordingly, ‘epistemic primacy’ necessar-
ily requires ‘methodological naturalism’ which is nicely reflected in the famous
quote from Quine (1969:126): ‘I see philosophy not as an a priori propaedeutic
or groundwork for science, but as continuous with science. I see philosophy and
science as in the same boat — a boat which, to revert to Neurath’s figure as I so of-
ten do, we can rebuild only at sea while staying afloat in it. All scientific findings,
all scientific conjectures that are at present plausible, are therefore in my view as
welcome for use in philosophy as elsewhere’.

‘Ontological pluralism’

From a philosophical point of view, one may argue that ‘epistemic primacy’ nev-
ertheless presupposes ontological assumptions which results in ‘ontological circu-
larity’ (see Figure 8c). Whereas ‘epistemological capacities’ are a necessary condi-
tion for the possibility of ontological assumptions about ‘reality and existence’, the
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possibility of ‘epistemological capacities’ already presupposes ontological assump-
tions about ‘reality and existence’ by itself. Accordingly, ‘epistemic primacy’ must
be characterized by ‘ontological circularity’ since the necessary conditions, presup-
posed by itself, are those ontological assumptions for which it is considered to be
necessary.

‘Ontological circularity’ can be avoided by the methodological strategy of ‘on-
tological tolerance’ and ‘ontological pluralism’. ‘Epistemic primacy’ focuses on the
epistemological conditions for the possibility of ontological assumptions. It inves-
tigates the relation between ‘epistemological capacities’ and ontological assump-
tions about ‘reality and existence’. Which epistemological capacities are necessary
in order to make what kind of ontological assumption? Instead of predefining and
predetermining the field of possible potential ontological assumptions, as in ‘onto-
logical primacy’, different ontological assumptions may be related to different ‘epis-
temological capacities. The specification of ontological assumptions is no longer
predefined and predetermined but rather oriented on the respective ‘epistemolog-
ical capacities. The field of potentially possible ontological assumptions remains
open and ‘tolerant’” for different ontological assumptions (Pihlstroem 1996:65).
Different ontological assumptions about ‘reality and existence’ may co-occur and
co-exist (see 3.3.3 for exact definition of co-occurrence and co-existence) which
reflects ‘ontological pluralism’ (see Figure 8d). Since the different ontological as-
sumptions depend on different ‘epistemological capacities, no particular onto-
logical assumption can be considered as ‘pre-eminent and all-inclusive’ anymore:
‘Many different world versions are of independent interest and importance, with-
out any requirement or presumption to a single base. The pluralist, far from being
anti-scientific, accepts the sciences at value. His typical adversary is the monopolis-
tic materialist or physicalist who maintains that one system, physics, is pre-eminent
and all-inclusive, such that every other version must eventually be reduced to it or
rejected as false or meaningless’ (Goodman 1978:4).

Due to ‘ontological pluralism’, ‘ontological circularity’ can be avoided. Even
if the possibility of ‘epistemological capacities’ in general presupposes ontologi-
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cal assumptions, they may nevertheless differ from the ones which are inferred
from particular ‘epistemological capacities’ If, however, the inferred ontological
assumptions differ from the ones which are presupposed, the argument of ‘onto-
logical circularity’ can no longer be maintained. In contrast, ‘ontological monism,
as often presupposed in philosophy, leads necessarily to ‘ontological circularity’
when one applies the strategy of ‘epistemic primacy’. ‘Ontological pluralism’ must
subsequently be regarded as a necessary condition for avoiding ‘ontological cir-
cularity’ in ‘epistemic primacy’. ‘Ontological pluralism’ may be characterized in
further detail in the following ways. First, ‘ontological pluralism’ does neither im-
ply elimination of ontology as such nor of ontology as a discipline. Elimination of
ontological predefinition and predetermination i.e. ‘ontological fixation’ should
not be confused with elimination of any kind of ontology in general (see also
Pihlstroem 1996:68-72). ‘Ontological pluralism’ preserves the possibility of onto-
logical assumptions about ‘reality and existence’ while avoiding their predefinition
and predetermination. The field of potentially possible ontological assumptions is
enlarged. Accordingly, ‘ontological pluralism’ enlarges the field of ontology rather
than eliminating it. In contrast, ‘ontological monism) as presupposed in ‘ontolog-
ical primacy), restricts the field of ontology by claiming a particular ontology as a
starting point for further philosophical investigation.

Secondly, analogous to ‘ontological pluralism), ‘epistemic primacy’ can be char-
acterized by ‘epistemic pluralism’. ‘Epistemic pluralism’ (see 3.2.1 for further defi-
nition) points out that all distinct epistemic abilities and inabilities should be con-
sidered in an equal way without giving preference to any of one. There should be
no ‘epistemic hierarchy’ because if such existed, one particular epistemic perspec-
tive would be regarded as an ‘absolute or neutral vantage point’ (see also 3.2.1 and
3.3.3 for discussion of such a ‘neutral vantage point’). This is nicely expressed in
the following quote: ‘Because of our humanly restricted situations, we cannot step
outside all possible human viewpoints and decide which one of our different con-
ceptual schemes and ways of structuring the world (.. .) is the only ‘absolutely’ true
one or closer to the truth than all others. These different purposeful ways of struc-
turing the world are needed for different ‘spheres of life’. (...) In short, the world
can be approached from many different points of view, through many conceptual
schemes’ (Pihlstroem 1996:65). Epistemic abilities and inabilities of both First- and
Third-Person Perspective for example, should be considered in the same way with-
out giving more or less weight to any of them. The First-Person Perspective may
be regarded as a necessary epistemological presupposition for the possibility of
‘mental ontology’ (see 3.3.3 and Praetorius 2000: XIV-XV) while the Third-Person
Perspective may rather be regarded as a necessary condition for the possibility of
‘physical ontology’. Subsequently ‘epistemic pluralism’ and ‘ontological pluralism’
are closely related to each other (see also 3.3.3).
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Thirdly, the question of an ‘independent existence of the world’ remains open
and unsolved in ‘ontological pluralism’. ‘Ontological pluralism), as defined in the
above mentioned sense, does not focus on an ‘all-inclusive’ ontological explanation
of the world but rather on an epistemological-ontological relationship. Instead of
arguing either for or against an ‘independent existence of the world’, ‘ontological
pluralism’ focuses on the investigation of the ‘epistemological capacities’ which are
necessary for raising this problem. Accordingly, the focus is shifted from the ‘inde-
pendent existence of the world’ itself to the necessary conditions for its possibility
as such. The ontologist may then argue that such a strategy presupposes at least
some ‘ontological realism. However, even if ‘ontological pluralism’ presupposes
some ‘ontological realism), it nevertheless leaves open the question for an ‘inde-
pendent existence’: ‘No sort of realist can escape the problem of ‘independent’ ex-
istence of the world — or the problem of explaining what this independence is. The
realist might simply mean that the independence of reality amounts to the bare, un-
conceptualized existence of a reality which we never created. However, even if she
affirms that there is an unconceptualized reality which we did not make but which
we attempt to represent and describe rightly, she is not speaking about an uncon-
ceptualized reality any more. The pragmatic realist sees that this kind of reality
cannot be spoken about; yet she must also accept that all reality is not man-made.
No easy solution to this tension is available®. (Pihlstroem 1996:161-162).

Fourthly, it is important to note that ‘ontological pluralism’ should not be con-
sidered as an ‘ontological position’ by its own since it is rather a methodological
strategy. As such it provides the methodological tools for the possibility of link-
age between ‘epistemological capacities’ and ontological assumptions about ‘real-
ity and existence’. ‘Ontological pluralism’ should for example neither be confused
with ‘ontological neutrality’ (Heil 1998) nor with ‘ontological pluralism’ which
both are specific ‘ontological positions’ The main feature of ‘ontological pluralism’
as a methodological strategy is that it allows for a variety of different ontological
positions which may co-occur and co-exist.

Fifthly, ‘ontological pluralism’ remains open for both ‘internal validation’ and
‘external validation’. ‘Internal validation’ refers to investigation of ‘logical consis-
tency’ as a so-called ‘analytic self-consistency’ (Hedrich 1998:117-118). The re-
lation between the ontological input, which reflects ontological presuppositions,
and ontological output, which reflects the respective philosophical theory, is in-
vestigated in logical regard. ‘Logical inconsistency’ reflects discrepancy and discor-
dance between ontological input and output while they remain concordant in the
case of ‘logical consistency’. ‘External validation’ refers to investigation of ‘empiri-
cal consistency’ as a so-called ‘synthetic context-consistency’ (Hedrich 1998:117-
118). Compatibility and plausibility of ontological input is investigated with re-
spect to empirical hypothesis. ‘Empirical inconsistency’ reflects discrepancy and
discordance between ontological input and empirical hypothesis while they re-
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main concordant in the case of ‘empirical consistency’. In the case of either ‘log-
ical or empirical inconsistency’, one may modify the ontological input and/or the
empirical hypothesis in orientation on the principles of transdisciplinary method-
ology (see 1.4.2). The ontological input should thus be validated with regard to
both ‘logical and empirical consistency’ Unlike in philosophy and ‘ontological pri-
macy, the ontological input can therefore no longer be considered as indepen-
dent from the respective context. ‘Analytic self-consistency’ is only a necessary
but not sufficient condition for validation since it has to be accompanied by ‘syn-
thetic context-consistency’. Since the ontological input has to be coordinated and
harmonized with the respective context, ontological input and ontological output
may differ from each other. ‘Ontological identity’, as presupposed in ‘analytic self-
consistency), is replaced by ‘ontological iterativity’ between ontological input and
output (see also Walter 1998:63; Hedrich 1998:116) which characterizes a con-
junction between ‘analytic self-consistency’ and ‘synthetic context-dependency’.

1.4.4 ‘Neurophilosophical hypothesis’

Defining ‘Neurophilosophical hypothesis’

A ‘neurophilosophical hypothesis’ can be defined as an assumption about the
linkage between philosophical theory and neuroscientific hypothesis (see Figure
9). The linkage between philosophical theory and neuroscientific hypothesis fol-
lows certain methodological principles i.e. ‘principle of asymmetry’, ‘principle of
bidirectionality’ and ‘principle of transdisciplinary circularity’ (see 1.4.2). These
methodological principles provide a ‘systematic relation” rather than a ‘intuitive
relation” between philosophical theories and neuroscientific hypotheses. Since a
neurophilosophical hypothesis can be defined by systematic linkage between philo-
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sophical theory and neuroscientific hypothesis, it remains open for three distinct
modes of falsification (see Figure 9). There is ‘logical falsification” which aims at
‘logical consistency’ as a means for ‘internal validation’ (see 1.4.3). Second, there
is ‘empirical falsification’ which aims at ‘empirical consistency’ as a means for ‘ex-
ternal validation’ (see 1.4.3). Third, there is ‘transdisciplinary falsification” which
aims at ‘link consistency’ as a means for ‘cross-disciplinary validation’ ‘Cross-
disciplinary validation’ focuses on the way philosophical theory and neuroscien-
tific hypothesis are related and linked to each other. One may speak of ‘link con-
sistency’ when their linkage is in full accordance with the principles of transdis-
ciplinary methodology (see 1.4.2). For example, differentiation between natural
and logical conditions as well as between the different subsets of logical conditions
shall be made. Moreover, the interaction between ontological/epistemological as-
sumptions and empirical hypothesis shall be investigated within both philosoph-
ical theory and neuroscientific hypothesis. If, in contrast, the linkage is not in ac-
cordance with the principles of transdisciplinary methodology, one may speak of
‘link inconsistency’.

First, ‘neurophilosophical hypotheses’ must be distinguished from ‘empirical
hypotheses), as presupposed in science i.e. neuroscience. Empirical hypotheses as,
for example, ‘neuroscientific hypotheses™ are subjected to ‘empirical falsification’
only. The focus is put predominantly on ‘empirical consistency’ while ‘logical con-
sistency’ and ‘logical falsification’ are rather neglected. Accordingly, ‘neurophilo-
sophical hypotheses’ must be distinguished from empirical hypotheses by inclusion
of explicit ontological/epistemological assumptions which makes investigation of
‘logical consistency’ and thus ‘logical falsification’ necessary. Due to inclusion of
ontological/epistemological assumptions i.e. theoretical aspects, the meaning of
the term ‘hypothesis’ is broadened in the case of ‘neurophilosophical hypothesis),
as compared to ‘empirical i.e. neuroscientific hypothesis’ This broadened meaning
is reflected in the necessity of consideration of both types of falsification, ‘empirical
and logical falsification’.

Secondly, ‘neurophilosophical hypothesis’ must be distinguished from ‘philo-
sophical theory’ as well. Ontological/epistemological assumptions are subjected to
‘logical falsification” only. The focus is put predominantly on ‘logical consistency’
while ‘empirical consistency’” and ‘empirical falsification’ are rather neglected. Ac-
cordingly, ‘neurophilosophical hypothesis’ must be distinguished from philosoph-
ical theory by inclusion of explicit empirical hypothesis which makes investigation
of ‘empirical consistency’ and thus ‘empirical falsification” necessary. In contrast
to philosophical theories, ‘neurophilosophical hypotheses’ do not predefine and
predetermine its terms using these as a starting point for further investigation. In-
stead, the definition itself may be subject to modification and revision on empirical
grounds which may lead to so-called ‘definitorial shifting’ (Northoff 2000b, 2001c).
Definition and determination of terms may be adjusted to empirical hypothesis
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(see also Praetorius 2000:30) which allows for ‘empirical consistency’ and ‘link
consistency’. Accordingly, ‘neurophilosophical hypothesis’ must be distinguished
from philosophical theory by the possibility of ‘definitorial shifting’ and ‘empirical
falsification’. For example, D. Parfit (1989) presupposes a definition of the brain
in his ‘spectrum arguments’ which is not consistent which current empirical data
(see 1.4.2 and Northoff 2001b). He implicitly presupposes a one-to-one relation
between cells and function in the brain. However, numerous empirical studies
demonstrated that several cells might subserve one particular function. Moreover,
the same cells could subserve different functions. There is subsequently no clear-
cut one-to-one relation between cells and function as presupposed by D. Parfit.
Even though his definition of the brain may be ‘logically consistent, it nevertheless
remains ‘empirically inconsistent’. Such ‘empirical inconsistency’ may be irrelevant
for his ‘philosophical theory’ about personal identity because both terms, brain
and personal identity, are predefined and predetermined. In contrast, ‘empirical
inconsistency’ is important to consider in a ‘neurophilosophical hypothesis’ about
personal identity (see Northoff 2001b). Accordingly, Parfit’s definition of the brain
must be modified and adjusted in accordance with empirical data which, in turn,
may make corrections in the theory of personal identity necessary. Subsequently,
definition of both terms ‘brain’ and ‘personal identity’ may be subjected to the
process of ‘definitorial shifting’ in ‘neurophilosophical hypothesis’.

Thirdly, ‘neurophilosophical hypothesis’ must be distinguished from both em-
pirical hypothesis and philosophical theory. ‘Conceptual clarification’ describes the
explication of hidden i.e. implicit presuppositions and definitions in terms and
theories (see also van Gelder 1998b:120-122). ‘Neurophilosophical hypotheses’
focus on hidden i.e. implicit empirical hypothesis in ‘philosophical theories’ as,
for example, with respect to the function of the brain (see above the example with
D. Parfit). Mutual adjustment between philosophical theory and empirical hypoth-
esis requires not only ‘logical and linguistic analysis’ but also ‘conceptual clarifica-
tion’. In addition, modification of both definitions and concepts with consecutive
‘conceptual re-clarification’ is possible in ‘neurophilosophical hypothesis’ (see also
D. Chalmers 1996:51, whose distinction between ‘explication’ and ‘explanation’
parallels more or less with our distinction between ‘conceptual clarification” and
‘conceptual re-clarification’). ‘Conceptual re-clarification’ may allow for investiga-
tion of ‘link consistency’ as a test for systematic interaction between philosophi-
cal theory and empirical hypothesis. Accordingly, ‘neurophilosophical hypothesis’
must be distinguished from both empirical hypothesis and philosophical theory
by the possibility of ‘conceptual re-clarification’ with consecutive investigation of
‘link consistency’ and ‘transdisciplinary falsification’. Due to the inclusion of ‘link
consistency’ and ‘“transdisciplinary falsification’, philosophical theory and empiri-
cal hypothesis can be linked and related to each other in systematic ways. This, in
turn, opens the possibility for the development of ‘neurophilosophical hypothe-
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sis” where empirical hypothesis and philosophical theories may be combined and
linked in different though systematic and consistent ways.

Experiments

We pointed out that ‘neurophilosophical hypothesis’ may be characterized by the
conjunction of ‘logical, empirical and ‘transdisciplinary falsification’ (see 1.4.4).
According to the distinct modes of falsification, different types of experiments are
necessary. The ‘unit of neurophilosophical significance’ (see Quine 1953:39, who
uses an analogous expression ‘unit of empirical significance’) consists in linkage be-
tween philosophical theory and neuroscientific hypothesis. Philosophical theories
reflect logical conditions while neuroscientific hypothesis can rather be accounted
for by natural conditions. Subsequently, the ‘unit of neurophilosophical signifi-
cance’ consists in linkage between logical and natural conditions. Logical condi-
tions are considered within the context of natural conditions which accounts for
the investigation of ‘empirical consistency’ of philosophical theory. Natural con-
ditions are considered within the context of logical conditions which accounts for
the investigation of ‘logical consistency’. The linkage between natural and logical
conditions is considered as well which accounts for the investigation of ‘link con-
sistency’. Falsification of the ‘unit of neurophilosophical significance’ should aim
predominantly at the linkage between natural and logical conditions. Tradition-
ally, ‘empirical consistency’ is tested for by ‘empirical experiments’ that rely on
the manipulation of natural conditions. ‘Logical consistency’ is tested for through
‘logical experiments’ i.e. ‘thought experiments, which rely on imaginative varia-
tion of logical conditions. In addition to these traditional ways, the falsification of
the ‘unit of neurophilosophical significance’ can be characterized by a third form of
falsification i.e. ‘transdisciplinary falsification’ (see above). ‘Transdisciplinary falsi-
fication’ aims at ‘link consistency’ which reveals the nature of the linkage i.e. either
‘systematic’ or ‘intuitive’ between logical and natural conditions.

How can we test the ‘logical consistency’ of natural conditions? How can we
test the ‘empirical consistency’ of logical conditions? Both ‘empirical experiments’
and ‘logical experiments’ should be applied in a novel way. ‘Empirical experiments’
should be applied to logical conditions in order to test their ‘empirical consistency’
Since logical conditions refer to philosophical theories, they have to be transformed
into neuroscientific hypothesis which, in turn, are accessible to ‘empirical experi-
ments’. As a result philosophical theories may be tested for experimentally so that,
relying on Hume, one may speak of a so-called ‘experimental philosophy’ (Hume
1978: XVI). The concept of personal identity for example refers to philosophical
theory rather than neuroscientific hypothesis (see Northoff 2001b, 2003¢ for full
detail). Subsequently, personal identity itself remains inaccessible to empirical in-
vestigation. However, the theory of personal identity may refer to certain criteria
which reflect necessary and/or sufficient logical conditions for personal identity.
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As revealed in philosophical discussions these criteria may include psychological
and physiological criteria. These criteria may then be transformed into psycho-
logical and physiological hypotheses i.e. empirical hypotheses which as such are
accessible to ‘empirical experiments’. As a result, personal identity before and after
brain tissue transplantation in Parkinson’s disease may be investigated empirically
by transformation of these criteria into subjective visual-analogue questionnaires
(see Northoff 2001b, 2003¢c). One may therefore consider such an approach as an
‘empirical experiment’ for investigation of ‘empirical consistency’ of the philosoph-
ical theory of personal identity. ‘Logical experiments’ on the other hand should be
applied to natural conditions in order to test their ‘logical consistency’. Accord-
ingly, natural conditions should be varied imaginatively in ‘logical experiments’
i.e. ‘thought experiments’. Distinction between natural and logical conditions as
well as between necessary and non-necessary conditions may be revealed.

Judgments

“Neurophilosophical hypothesis’ may be characterized by rejection of the semantic
distinction between purely ‘analytic’ judgments and purely ‘synthetic’ judgments.
“Neurophilosophical hypothesis’ can be characterized by consideration of ‘empir-
ical consistency’ which accounts for ‘synthetic context-consistency’ (see 1.4.2). If,
however, the respective empirical context is considered in definition of terms, ‘neu-
rophilosophical hypothesis’ can no longer be regarded as purely ‘analytic’. Un-
like philosophical judgments, ‘neurophilosophical hypothesis’ therefore implies
‘rejection of analyticity’ (Quine 1969:86) and consecutively inclusion of a ‘syn-
thetic’ component. Conversely, due to inclusion of theoretical aspects and ‘logical
consistency’ (see above), ‘neurophilosophical hypothesis’ cannot be regarded as
purely ‘synthetic’. Unlike neuroscientific judgments, ‘neurophilosophical hypoth-
esis’ therefore implies ‘rejection of synthecity’ and consecutively inclusion of an
‘analytic’ component. Due to the conjunction between ‘analyticity and synthecity,
the ‘absolute’ distinction between philosophical theories and neuroscientific hy-
pothesis is blurred in ‘neurophilosophical hypothesis’: ‘Carnap has recognized that
he is able to preserve a double standard for ontological questions and scientific
hypothesis only by assuming an absolute distinction between the analytic and syn-
thetic; I need not say again that this is a distinction which I resist’ (Quine 1953:43).
“Neurophilosophical hypothesis’ may subsequently be characterized by inclusion
of both ‘analytic’ and ‘synthetic’ components which may be linked and balanced
in different ways. Certain ‘neurophilosophical hypotheses’ may show a stronger
‘analytic’ component (‘more or less analytic’) while the ‘synthetic’ component re-
mains in the background. The latter may be stronger than the former (‘more or less
synthetic’). However, both ‘analytic’ and ‘synthetic’ components must necessarily
be present since otherwise ‘neurophilosophical hypothesis’ degenerate into either
‘philosophical theory’ or ‘neuroscientific hypothesis’.



The ‘brain problem’

51

In addition to inclusion of both ‘synthetic’ and ‘analytic’ components, ‘neu-
rophilosophical hypothesis’ may be characterized by rejection of the epistemic dis-
tinction between ‘a priori’ and ‘a posteriori’ (see also Kripke 1972). Since ‘philo-
sophical theories’ are subjected to ‘empirical consistency, they may be modified
throughout further investigation by means of ‘definitorial shifting’ and ‘conceptual
re-clarification’ (see 1.4.3). Subsequently, ‘neurophilosophical hypotheses’ can no
longer be regarded as purely ‘a priori’ judgments. Neuroscientific hypothesis on
the contrary are linked to theoretical aspects and are thus subjected to ‘logical con-
sistency’. Definition and determination of ‘neurophilosophical terms’ is therefore
pre-structured so that the field of potentially possible ontological/epistemological
assumptions is restricted. Meanwhile it still remains variable and open for ‘defini-
torial shifting’ and ‘conceptual re-clarification’. Subsequently, ‘neurophilosophical
hypotheses’ can no longer be regarded as purely ‘a posteriori’ judgments. ‘Analytic’
judgments are traditionally regarded as ‘a priori’ judgments. This refers to their
determination on purely logical grounds. They remain consecutively pre-defined
and pre-determined and thus fixed so that ‘definitorial shifting’ and ‘conceptual
re-clarification’ remain impossible. ‘Analytic’ judgments refer predominantly to
theories i.e. ‘philosophical theories’ ‘Synthetic’ judgments, in contrast, are tra-
ditionally regarded as ‘a posteriori’ judgments since they are determined by the
respective empirical context. ‘Synthetic’ judgments therefore refer predominantly
to hypothesis i.e. ‘neuroscientific hypothesis’. They consecutively remain open for
modification by means of ‘definitorial shifting’ and ‘conceptual re-clarification’
“Neurophilosphical hypotheses’ may thus be regarded as ‘mixed’ judgments as they
include both ‘a priori’ and ‘a posteriori’ components. Depending on their balance,
‘neurophilosophical hypotheses’ may subsequently be characterized as either ‘more
or less a priori’ or ‘more or less a posteriori’. Accordingly, ‘neurophilosophical judg-
ments’ may be characterized by the conjunction of ‘a priori’ and ‘a posteriori’ com-
ponents. Due to the conjunction between ‘a priori’ and ‘a posteriori’ components,
novel forms of judgment may be developed in ‘neurophilosophical hypotheses’
Due to the necessity of ‘empirical consistency’, ‘more or less analytic’ judgments
may show a strong ‘a posteriori’ component. Conversely, due to the necessity of
‘logical consistency’, ‘more or less synthetic’ judgments may show a strong ‘a priori’
component.

In addition to semantic and epistemic distinctions, the ontological distinction
between necessary and contingent judgments is undermined in ‘neurophilosophi-
cal judgments’ as well. ‘Neurophilosophical judgments’ may subsequently be con-
sidered as ‘more or less necessary’ and ‘more or less contingent’. Accordingly, ‘neu-
rophilosophical judgments’ can be characterized by ‘relativization’ of epistemic,
semantic and ontological distinctions. This ‘relativization’ leads to the possibility
of dissociation between semantic, epistemic and ontological characterization (see
also Nagel 2000:434) in ‘neurophilosophical judgments’. Usually the ‘a priori’ com-



52

Chapter 1

ponent is related to necessity and ‘analyticity’ in ‘philosophical judgments’ while
the ‘a posteriori’ component is related to contingency and ‘synthecity’ in ‘neurosci-
entific judgments’. This specific linkage between the epistemic, semantic and on-
tological characterizations is disrupted in ‘neurophilosophical judgments’ which,
allow for novel, variable and flexible combinations among them.

1.4.5 ‘Standard arguments’ against neurophilosophy

The ‘Argument of logical circularity’

Neurophilosophy relies on the methodological strategy of ‘epistemic primacy’ (see
1.4.3) and therefore considers ‘epistemological capacities’ of the brain as a start-
ing point for further epistemological and ontological investigation. From a purely
philosophical point of view, one may argue that the neurophilosopher infers on-
tological assumptions from the ‘epistemological capacities’ of the brain which are
already necessarily presupposed by the brain itself as its ontological presupposi-
tions. The methodological strategy in neurophilosophy remains therefore circu-
lar and can thus be considered as an instance of ‘ontological circularity’ (see also
1.4.3). Neurophilosophy is logically inconsistent with regard to its methodological
strategy, which should therefore be replaced by ‘ontological primacy’, as presup-
posed in philosophy (see 1.4.3). Accordingly, the ‘argument of circularity’ can be
considered as an argument against the possibility i.e. validity of neurophilosophy
as a methodological strategy distinct from philosophy.

The ‘argument of circularity’ assumes the identity between the brain, as in-
vestigated in neuroscience, and the brain, as considered in neurophilosophy. The
brain, as investigated in neuroscience, must be regarded as a ‘physical brain’ (see
3.3.1), which as such presupposes particular ontological assumptions about ‘re-
ality and existence’ i.e. ‘physical ontology. In addition to characterization of the
brain as a ‘physical brain, it may also be regarded as a ‘mental brain’ (see 3.3.1)
(Northoff 2000b, 2001b). Similar to the ‘physical brain, the ‘mental brain’ too
presupposes certain ontological assumptions i.e. ‘mental ontology’. However, both
characterizations of the brain as ‘physical brain’ and ‘mental brain’ may be related
to different ‘epistemological capacities’ i.e. Third- ad First-Person Perspective (see
3.3.1). Different ontological assumptions correspond to distinct ‘epistemological
capacities’ Instead of focusing on one particular ontological presupposition i.e. ei-
ther ‘physical ontology’ or ‘mental ontology’, neurophilosophy rather aims at elu-
cidation of correspondences between ‘epistemological capacities’ and ontological
assumptions. Accordingly, the brain, as considered in neurophilosophy, does no
longer presuppose particular ontological assumptions but rather a variety of dif-
ferent epistemological-ontological correspondences (see above). As such the on-
tological inferences, which are drawn from the ‘epistemological capacities’ of the
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brain in neurophilosophy, are not necessarily identical with those that are presup-
posed by the brain itself. ‘Ontological circularity’ is subsequently replaced by ‘on-
tological iterativity’ (see 1.4.3); the ‘argument of logical circularity’ should thus be
reformulated as a ‘strategy of logical iterativity’.

Even if one rejects the ‘logical circularity), one may nevertheless characterize
neurophilosophy as superfluous because its field of investigation may already be
covered by philosophy. The ‘argument of circularity’ presupposes inclusion be-
tween natural and logical conditions and makes no differentiation between dis-
tinct subsets of logical conditions. The brain is characterized by natural conditions
which must be considered as part of the larger field of logical conditions (see also
1.4.2). Since natural conditions are included within logical conditions, the former
necessarily presuppose the latter while inference of the latter from the former re-
mains impossible and thus ‘circular’ Accordingly, neurophilosophical investigation
of the natural conditions underlying the brain remains superfluous since they are
already covered by philosophical investigation of logical conditions. There are two
distinct subsets of logical conditions (i.e. L), the ones being identical with natural
conditions (i.e. 11) and the ones being non-identical with natural conditions (i.e.
12) (see 1.4.2). Investigation of natural conditions consecutively allows for indi-
rect inference on at least those logical conditions (i.e. 11) which are identical with
natural conditions. Moreover, investigation of natural conditions allows for neg-
ative characterization of those logical conditions (i.e. 12) which are non-identical
with natural conditions by describing what they are not. The brain, as character-
ized by natural conditions by itself, may therefore serve as a starting point for in-
vestigations of the differentiation between distinct subsets of logical conditions.
Accordingly, a neurophilosophical investigation of the natural conditions of the
brain is not superfluous since they are not covered completely by philosophical
investigations of logical conditions.

The ‘Argument of categorical fallacy’

From a philosophical point of view, one may argue that the neurophilosopher re-
lies on false characterization i.e. categorization of the brain. The brain is character-
ized as a ‘physical object’ with natural conditions which are accessible to empirical
i.e. neuroscientific investigations. The brain must be distinguished from a ‘mental
subject’ i.e. a mind which accounts for logical conditions. As such the mind may be
subjected to philosophical investigation. Since ‘physical object’ and ‘mental subject’
reflect different categories, the brain as a ‘physical object’ cannot be investigated in
philosophy. The claim for the principal possibility of philosophical investigation of
the brain presupposes therefore confusion between distinct categories i.e. between
‘physical object’ and ‘mental subject’ and consequently between natural and log-
ical conditions (see also Keil & Schnaedelbach 2000). One cannot infer from the
one category to the other without committing a ‘categorical fallacy’. Accordingly,
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the ‘argument of categorical fallacy’ can be considered as an argument against the
principal possibility of philosophical investigation of the brain and the consecutive
development of a ‘philosophy of the brain’.

The ‘argument of categorical fallacy’ presupposes mutually exclusive distinc-
tion between natural and logical conditions with respect to brain and mind. Only
if there is no overlap between natural and logical conditions, characterization of
brain and mind as different categories can be maintained. However, there is some
overlap between natural and logical conditions with respect to brain and mind.
The brain as a ‘physical brain) underlying natural conditions by itself, must be
considered as a necessary natural condition for the possibility of generating logi-
cal conditions (see 3.3.4). We remain unable to perform philosophical reasoning
and remain thus unable to account for logical conditions without our own brain.
While logical conditions may remain independent from the brain by themselves,
the brain must at least be regarded as a necessary natural condition for the possi-
bility of their creation. The brain may then serve as a ‘bridge between natural and
logical conditions’ and thus as a ‘window to the mind’. The distinction between nat-
ural and logical conditions with respect to brain and mind can therefore no longer
be considered as mutually exclusive. If, however, the distinction between natural
and logical conditions is not mutually exclusive, brain and mind can no longer
be regarded as different categories. Accordingly, philosophical investigation of the
brain i.e. a ‘philosophy of the brain” does not presuppose confusion but rather link-
age between different categories i.e. between ‘physical object’ and ‘mental object.
The ‘argument of categorical fallacy’ should thus be reformulated as a ‘strategy of
categorical linkage’.

The ‘Argument of principal validity’
The possibility of ‘definitorial shifting’ and ‘conceptual re-clarification’ (see 1.4.3
and 1.4.4) in ontological/epistemological assumptions makes ‘neurophilosophical
hypothesis’ rather contingent which undermines their necessity in ontological re-
gard (see also 1.4.4). Moreover, by introducing ‘a posteriori’ components within
purely ‘a priori’ arguments, consideration of empirical data renders ‘neurophilo-
sophical hypothesis’ invalid in epistemic regard (see also 1.4.4). The ‘argument
of principal validity’ can thus be considered as an argument against the principal
possibility of ontological and epistemic validity of ‘neurophilosophical hypothesis’.
The ‘argument of validity’ equates introduction of contingency with complete
elimination of necessity i.e. necessity and contingency are thus regarded as mutu-
ally exclusive. Introduction of traces of contingency eliminates necessity completely
and renders ‘neurophilosophical hypotheses’ invalid. However, ‘neurophilosophi-
cal hypotheses’ cannot be characterized by ‘empirical consistency’ exclusively but,
in addition, by ‘logical consistency’ ‘Empirical consistency’ reflects contingency
while ‘logical consistency’ rather accounts for necessity. Since ‘neurophilosophi-
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cal hypothesis’ requires ‘empirical and logical consistency’ (see 1.4.4), contingency
and necessity may co-occur and co-exist so that they are no longer mutually exclu-
sive. Introduction of traces of contingency does therefore not necessarily eliminate
necessity completely — ‘neurophilosophical hypothesis’ cannot be regarded as nec-
essarily invalid in ontological regard. Since the same remains true in the case of
‘a priori’ and ‘a posteriori’ (see 1.4.4), ‘neurophilosophical hypothesis’ cannot be
regarded as necessarily invalid in epistemic regard either.

The ‘Argument of general irrelevance’

The development of ‘neurophilosophical hypotheses’ may be regarded as irrelevant
and non-necessary for both philosophy and neuroscience. Since ‘neurophilosoph-
ical hypotheses’ are ‘crude and arbitrary mixtures’ between empirical hypotheses
and theoretical assumptions, they remain unable to make significant contributions
to either philosophy or neuroscience. If, however, ‘neurophilosophical hypothesis’
cannot contribute to either discipline, they must be regarded as irrelevant in gen-
eral. Accordingly, the ‘argument of general irrelevance’ must be considered as an
argument against the general relevance and necessity of neurophilosophy as dis-
tinguished from both neuroscience and philosophy. The philosophical character-
ization of ‘neurophilosophical hypothesis’ as ‘crude and arbitrary mixtures’ be-
tween empirical hypothesis and theoretical assumptions must be rejected and re-
placed by ‘fine-grained and systematic linkages’ ‘Neurophilosophical hypothesis’
(see Chapter 2) may indeed contribute to both philosophy (see 3.2.1. and 3.3.3)
and neuroscience (see 3.1.2) so that they can no longer be considered as irrelevant
in general.

First, empirical hypotheses and theoretical assumptions are not ‘mixed’ to-
gether but rather ‘linked’ to each other. ‘Mixture” implies that both are thrown to-
gether while ‘linkage’ refers to selective coupling between those parts that both (i.e.
empirical hypothesis and theoretical assumptions) have in common. ‘Mixture’ for
example indicates that ontological/epistemological assumptions of philosophical
theories are directly put together with empirical observations of neuroscientific hy-
pothesis. ‘Linkage’, in contrast, remains possible only between particular ontolog-
ical/epistemological assumptions of philosophical theories and specific ontologi-
cal/epistemological ‘explications’ (see 1.4.2) of neuroscientific hypothesis. While
‘linkage” between ontological/epistemological assumptions of philosophical theo-
ries and empirical observations of neuroscientific hypothesis remains impossible
because of their principal differences which would be equated with ‘mixture’.

Secondly, the ‘linkage” between empirical hypothesis and theoretical assump-
tions cannot be considered as ‘crude’ but rather as ‘fine-grained’. ‘Crude’ implies
that neither differentiation between distinct types of conditions in general i.e. nat-
ural and logical conditions nor between distinct subsets of logical conditions in
particular i.e. those being identical and non-identical with natural conditions is



56

Chapter 1

considered (see 1.4.2). However, the linkage between empirical hypothesis and the-
oretical assumptions considers their different conditions i.e. natural and logical
conditions respectively which is reflected in the ‘principle of asymmetry’. Further-
more, the differentiation between distinct subsets of logical conditions is consid-
ered which is reflected in the ‘principle of bidirectionality’. Accordingly, the ‘link-
age’ between empirical hypothesis and theoretical assumptions can be character-
ized as ‘fine-grained’ rather than ‘crude’.

Thirdly, the ‘linkage’ between empirical hypothesis and theoretical assump-
tions cannot be considered as ‘arbitrary’ but rather as ‘systematic’. ‘Arbitrary’ im-
plies that there are no rules and strategies that serve as guidance for the generation
of ‘linkage’. There are however various principles i.e. the principles of transdisci-
plinary methodology (see 1.4.2) which establish concrete strategies for ‘linkage’
between empirical hypothesis i.e. natural conditions and theoretical assumptions
i.e. logical conditions. This is reflected best in the ‘principle of transdisciplinary
circularity’, which defines specific steps for their ‘linkage’ (see 1.4.2). Accordingly,
the ‘linkage’ between empirical hypotheses and theoretical assumptions may be
regarded as ‘systematic’ rather than ‘arbitrary’.

The ‘Argument of transitory relevance’

‘Neurophilosophical hypothesis’ may be regarded only as an intermediate stage
from a neuroscientific point of view. As soon as the mind can be accounted
for completely by the brain, all ‘neurophilosophical hypothesis’ can be replaced
by ‘empirical hypothesis’ i.e. ‘neuroscientific hypothesis’ ‘Neurophilosophical hy-
pothesis’ may therefore be relevant only for the transitory period from philosophy
to neuroscience. Neurophilosophy can be considered as a transitory stage in the
process of replacement of philosophy by neuroscience. Accordingly, the ‘argument
of transitory relevance’ can be considered as an argument against the principal
relevance of neurophilosophy as distinguished from neuroscience.

The ‘argument of transitory relevance’ relies on a rather narrow definition of
the ‘brain’. The ‘brain’ is regarded as a ‘physical brain’ since otherwise it could not
be accounted for completely by neuroscience (see 3.1.2 and 3.2.1). Moreover, the
brain as a ‘physical brain’ can be characterized by natural conditions exclusively.
This definition of the brain however neglects the possibility of generating logical
conditions by the brain itself which as such have to be distinguished from natu-
ral conditions. Purely empirical and thus neuroscientific approaches to the brain
cannot account for this linkage between natural and logical conditions within the
brain (see 3.3.4) because they do not differentiate between natural and logical con-
ditions. If, however, the linkage between natural and logical conditions is neglected,
the brain itself cannot be accounted for completely. Accordingly, a purely neurosci-
entific account of the brain remains necessarily incomplete and thus insufficient.
Logical conditions are not reflected in empirical hypotheses but rather in theo-



The ‘brain problem’

57

retical assumptions. If logical conditions need to be considered in investigation
of the brain, the brain may subsequently be accounted for by a conjunction of
empirical hypothesis and theoretical assumptions. It is this conjunction between
empirical hypothesis and theoretical assumptions that is provided by ‘neurophilo-
sophical hypothesis’. ‘Neurophilosophical hypothesis’ may subsequently be able to
account for the linkage between natural and logical conditions within the brain
itself. Accordingly, ‘neurophilosophical hypotheses’ cannot be replaced by empir-
ical i.e. neuroscientific hypotheses and remain therefore not only transitorily but
principally relevant for the investigation of the brain.






CHAPTER 2

Neuroepistemological account of the brain

‘Epistemic—empirical relationship’

‘There is no impassable gulf between those cognitive scientists who are
philosophers and those who belong in the other disciplines, and there is no
sharp line between the issues proper to the respective areas. A good deal of
important philosophical work is done by scientists who are temporarily tak-
ing on one or more of the roles described above. Indeed, the best philosophy
of cognitive science will be done standardly by those whose thinking is thor-
oughly grounded by familiarity with empirical work, just as the best empirical
research will be that which is informed and shaped by philosophical perspec-
tive and rigor’.

(van Gelder 1998b:134)

In the following chapter, epistemic abilities/inabilities shall be directly related to
the empirical function of the brain. Certain properties of the functional organi-
zation of the brain may account for specific epistemic abilities or inabilities: a
so-called ‘epistemic-empirical relationship’ can be developed. These ‘epistemic-
empirical relationships’ investigate the natural conditions for epistemic abilities
and inabilities in the case of the human brain. It should be noted that in the first
two sections (see 2.1 and 2.2), phenomenal characteristics as, for example, ‘phe-
nomenal time’ and ‘phenomenal space’ are related to the empirical function of
the brain. One may therefore speak of a ‘phenomenal-empirical relationship’ and
‘neurophenomenology’ (see also Northoff 2003a). In the last two sections (see 2.3
and 2.4), however it is the epistemic characteristics (e.g. the different perspec-
tives) that are related to the empirical function of the brain. Accordingly, one
may speak of an ‘epistemic-empirical relationship’ and ‘neuroepistemology’. Since
both ‘phenomenal-empirical relationship’ and ‘neurophenomenology’ are neces-
sary conditions for the possibility of an ‘epistemic-empirical relationship’ and for
the likelihood of ‘neuroepistemology’, we suggest a broader meaning of the latter
terms, one that includes the former as well. It is this broader meaning of ‘epistemic-
empirical relationship’ and ‘neuroepistemology’ that will be presupposed in the
following. As a result, neuroepistemological hypotheses will be developed for the
different epistemic abilities and inabilities.
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In order to investigate the dependence of epistemic abilities and inabilities on
particular features of empirical brain function, the properties of the functional or-
ganization of the brain will be varied in thought experiments. If epistemic abilities
and inabilities remain the same, the respective empirical feature of the brain cannot
be regarded as necessary. If, in contrast, epistemic abilities and inabilities change,
the respective empirical feature of the brain can be regarded as necessary. The
combination of ‘epistemic-empirical relationship’ and thought experiments may
subsequently account for investigation of the kind of dependence either necessary
or contingent between epistemic abilities/inabilities and empirical brain function.
The crucial feature, characterizing ‘epistemic-empirical relationship) is supposed
to be ‘embedment” which reflects the ‘intrinsic’ relationship between brain, body,
and environment (see also 1.3 for exact definition). Depending on the focus within
the ‘intrinsic’ relationship between brain, body, and environment, different forms
of ‘embedment’ may be distinguished from each other.

First, ‘spatial embedment’ refers to the integration of the body within the spa-
tial coordinates of the environment. This has the effect that the own body can be
distinguished from other objects within the environment by means of ‘phenomenal
space’ (see 2.1).

Secondly, temporal embedment’ refers to the integration of the own body
within the temporal coordinates of the environment. In this case the own body
can be distinguished from other bodies within the environment by means of ‘phe-
nomenal time’ (see 2.2).

Thirdly, ‘mental embedment’ refers to the integration of the brain within the
own body and as a result, the brain can be distinguished from the body by means
of mental states (see 2.3).

Fourthly, ‘reflexive embedment’ refers to the integration of mental states
within the own brain. As a consequence the own brain and mental states can be dis-
tinguished from other’s brains and mental states by means of cognitions reflecting
reflexive processing (see 2.4).

The following limitations in the present development of ‘epistemic-empirical
relationship’ shall be pointed out: (i) no complete, full, systematic and extensive
account of empirical data since the focus is rather put on the elucidation of gen-
eral principles of brain function; (ii) restriction of empirical data predominantly
to human imaging studies while animal and molecular/cellular findings are rather
neglected since the focus is put on the elucidation of the systemic and dynamic
mechanisms of brain functions (see 3.1.2 for characterization of the brain as a ‘dy-
namic brain’) and their linkage to epistemic abilities/inabilities; (iii) the speculative
and hypothetical character in the description of empirical mechanisms underlying
epistemic abilities/inabilities since neuroepistemological data are rarely available;
(iv) no exact logically-based inferences in thought experiments which should serve
to generate potentially possible contingent (and non-natural) concepts rather than
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completely deducting all logically feasible possibilities; (v) no exhaustive account of
the principles of brain functions since the ‘theoretical principles underlying brain
functions’ are discussed in a subsequent chapter (see 3.1); (vi) no systematic and
exhaustive account of philosophical questions since they are discussed in subse-
quent chapters in further detail (see 3.2 and 3.3); (vii) the appearance of both neu-
roscientific data and philosophical problems in rather unusual i.e. novel contexts
that are not always in accordance with ‘intra-disciplinary expectations‘ since the
focus is put on ‘inter-disciplinary relationships’.

2.1 ‘Spatial embedment’: The body and the own body

‘Spatial embedment’ describes the integration of the body within the spatial coor-
dinates of the environment. The ‘internal’ space within the body must be somehow
related to the ‘external’ space of the environment. Distinct aspects and stages of
‘spatial embedment’ may be distinguished from each other.

First, the ‘internal’ space within the body may be phenomenally accounted for
by ‘phenomenal space’. This way the body can be distinguished from other objects
within the environment; this represents ‘bodily embedment’ (see 2.1.1). Secondly,
the ‘internal’ space within the body must be characterized individually as provided
by the ‘intra-subjective character’ of ‘phenomenal space’ This ensures that the body
of a particular i.e. individual person can be distinguished from the bodies of other
individuals which indicates ‘individual embedment’ (see 2.1.2). Thirdly, the ‘inter-
nal” and individual space within the body must be experienced as different from
the observation of the ‘external’ i.e. environmental space. This is provided by the
‘phenomenal-qualitative character’ of ‘phenomenal space’ which, in turn, specifies
‘emotional embedment’ (see 2.1.3).

211 ‘Bodily embedment’: ‘Phenomenal space’

The functional organisation of the brain: Body image

We are clearly capable to identify movements and specific parts of one’s own and
others bodies and we are able to perceive the body as a whole i.e. its ‘general body
structure’ (Melzack 1989). This ‘general body structure’ must somehow be encoded
by the brain since otherwise we would be unable to recognize and observe either
the own or others bodies. This is called ‘body schema’ or ‘body image” which can
be defined in the following way:

“The final result, a mental construct that comprises the sense impressions, per-
ceptions and ideas about the dynamic organisation of one’s own body and its
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relation to that of other bodies, is variously termed body schema, body image
and corporeal awareness’ (Berlucchi & Aglioti 1997:560).

How does the brain construct the body (image) to which it is related?

According to Melzack (Melzack 1992), the construction of the body image
in the brain relies upon a large neural network in which somatosensory cortex,
posterior parietal lobe, and insular cortex play crucial and different roles. The so-
matosensory cortex is apparently responsible for constructing the general shape of
the body, relying on tactile and propioceptive stimuli. The posterior parietal cortex
(comprised of superior parietal cortex, intraparietal sulcus, and adjacent rostral-
most part of inferior parietal lobule), especially the right hemisphere, seems to pro-
vide the connection between the tactile-propioceptive body shape, as constructed
in the somatosensory cortex, and the spatial coordinates. This linkage generates a
spatial schema of the body i.e. the body image. Finally, the insular cortex provides
the linkage with those parts of the limbic system (hypothalamus, etc.) that are in-
volved in emotional and visceral functions. Consequently, the creation of body im-
ages is closely related to visceral and emotional functions of that individual person
(see also 2.1.3).

There are some similarities in neural networks, which are essential for the
‘proto-self’, as suggested by Damasio (1999:154—156; 2003), as well as for the ones
subserving the body image, as presupposed by Melzack. In both approaches, the in-
sular cortex, parietal cortex, and the visceral parts of the limbic system are claimed
to be directly or indirectly involved. Accordingly, the body image may be consid-
ered as the bodily analogue of Damasio’s ‘proto-self’. However, unlike in the case
of the body image, the generation of the ‘proto-self” does not necessarily presup-
pose the primary somatosensory cortex. According to Damasio, the secondary so-
matosensory cortex may be the one that is rather crucial for the generation of the
‘proto-self’. Furthermore, Damasio suggests the involvement of several brain stem
nuclei that are responsible for controlling and regulating several physiological (e.g.
frequency of ventilation) and vegetative (e.g. blood pressure) functions of the body.

The assumption that there is such a neural network that creates and constructs
the body’s image is supported by the consideration of lesion studies. Lesions in
the somatosensory cortex induce deficits in the tactile and propioceptive spheres.
They also lead to severe alterations of the body image which results in the inabil-
ity to delineate the shape of the own body from the environment (see Berlucchi
& Aglioti 1997; Metzinger 1997). Lesions in the parietal cortex do not impair the
ability to delineate the shape of the body; especially the right parietal cortex seems
to be linked with the image of the own body. The left parietal cortex may be related
to the body image in general i.e. the ones from both, the own and other bodies.
Finally, lesions or electrical stimulation in the insular can cause somatic hallucina-
tion, illusions of changes in body positions and feelings of being outside one’s own
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body (Berlucchi & Aglioti 1997). These symptoms reveal the particular importance
of the insular in regards to the generation of the body image.

Lesions in the different structures subsequently lead to alterations in the aware-
ness of the own body. These alterations include negative as well as positive symp-
toms. Negative symptoms concern denial or non-recognition i.e. anosognosia of
motor and/or sensory deficits. There may also be hemisomatoagnosia purport-
ing as a neglect of one side of the own body. There may also be feelings of non-
belonging, denial of ownership of a body part or hatred towards hemiparetic limbs
i.e. misoplegia. The neglected or disowned body parts are excluded and expunged
from the image of the body while their material existence is justified with confab-
ulatory explanations. Positive symptoms include the possibility of supernumary
limbs. In this case patients describe the existence of an additional limb like a third
‘ghost arm’ (Hari et al. 1998). It is interesting to note that one patient with right
parietal cortical lesions who reported such a ‘ghost arm’ only showed suppression
of somatosensory evoked potentials (i.e. SEP) in the secondary somatosensory cor-
tex (SII). SII is an area that is close to the insula, but that does not exist in the pri-
mary somatosensory cortex (SI). This case lends further support to the assumption
that the primary and secondary somatosensory cortex play very different roles in
the creation of the body image.

Neuroepistemnological implications: Body image and ‘phenomenal space’

Functionally, the creation ‘phenomenal space’ may be subserved because neural
activity orients itself on the differences between stimuli, which reflect ‘biomechan-
ical markers) rather than single stimuli, which indicate ‘mechanical markers’. Neu-
ral activity in the neural network, that are essential for the generation of a body
image, cannot be related to single and separate stimuli as independent from other
stimuli i.e. their respective context. Accordingly, the various spatial coordinates
are not coded independent from each other (in neural activity) for this would re-
sult in ‘mechanical markers’ and ‘spatial heterogeneity’. Instead, the activity in this
neural network is organized in orientation on the relation i.e. differences between
the different stimuli and is thus dependent on the respective context. This rela-
tion i.e. difference between the different spatial coordinates is put into code in the
neural activity which in turn gives rise to ‘bio-mechanical markers’ and ‘spatial ho-
mogeneity’ (see also Thelen & Smith 1994:132—138). This is also reflected in the
crucial role that tactile and propioceptive events play in regards to the body im-
age. The construction of the body image is not primarily related to the absolute
physical position of every single and separate limb i.e. ‘mechanical markers’ that
are independent from the respective context. Because they are ‘isolated’ from one
another, single and separated stimuli cannot account for tactile and propioceptive
events. On the contrary, the body image reflects the relative position of a limb in re-
lation to other limbs which accounts for angles and trajectories as ‘bio-mechanical



64

Chapter 2

markers’ (see also Jahanshahi & Frith 1998; Deecke 1996; Jeannerod 1997; Wolpert
et al. 1998). Tactile and propioceptive events subsequently reflect the relation i.e.
the difference between different stimuli rather than the single and isolated stimuli
themselves. Due to these ‘biomechanical markers), the space of the body is deter-
mined in relation to the respective context i.e. environment which includes other
bodies as well. Accordingly, the ‘phenomenal space’ of the own body is determined
by the spatial relationship between the own body and other bodies within the re-
spective environmental context. The distinction between ‘mechanical markers’ and
‘biomechanical markers’ is also reflected in Locke’s (1690, Book 2, Chapter XIII, 7—
10) terms ‘extension’ and ‘expansion’. ‘Extension’ describes the ‘absolute length’ of
one particular body part by itself while ‘expansion’ accounts for the ‘relative differ-
ence between different bodies’ Locke also points at the ‘relativity’ of space: ‘single
space’ describes the ‘relation of distance between two bodies’ Space and place are
‘relative to particular bodies’ and ‘relative to a present purpose’.

Phenomenally, this ‘spatial homogeneity’ may be reflected in ‘phenomenal
space’ as characterized by ‘unity in space’ and ‘non-structural homogeneity’. De-
spite several distinct parts and organs, there is only one body. There must therefore
be some kind of integration and linkage between the spatial coordinates of the
different organs and body parts, e.g. they are apparently unified into one ‘homoge-
nous space, which reflects the ‘unity in space’ i.e. the body. Within our experience
we remain unable to dissect our body into different parts, structures, or elements.
We do not experience different organs, different structures, or different bodies but
rather experience the body as a homogenous whole i.e. ‘wholeness’ that can be de-
scribed as ‘non-structural homogeneity’ (Gadenne 1996:26-28). ‘Non-structural
homogeneity’ may thus be considered as the experiential analogue of ‘unity in
space’ While ‘unity in space’ refers to the body itself, ‘non-structural homogeneity’
describes our knowledge of the body which must be considered as complementary.
As a result, we experience our body as a ‘phenomenal body, as characterized by
‘phenomenal space), rather than as a ‘physical body), as characterized by ‘physical
space’ which has already been noted by Schopenhauer: ‘Thus as object, in other
words as extended, filling space, and acting, I know my body only in the percep-
tion of my brain. This perception is brought about through the senses, and on their
data the perceiving understanding carries out its function of passing from the ef-
fect to the case. In this way, by the eye seeing the body, or the hands touching it, the
understanding constructs the spatial figure that presents itself in space as my body.
(Schopenhauer 1966, Vol. II, 6). Due to homogenous space’ and ‘unity in space),
we are able to experience ‘infinity of space’. Space is experienced as ‘boundless and
infinite’ because of its homogenous and united character. In contrast to the expe-
rience of the ‘infinity of space’ as the ‘idea of the infinity of space’, as Locke puts it
(1690, book II, Chapter XVII, 3-9, 14-16), we have ‘no idea of infinite space’. In or-
der to have an ‘idea of infinite space’ i.e. a positive conception of it, we have to ‘have
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a view of all those repeated ideas of space which an endless repetition can never to-
tally represent to it’. To put it into our own terms: We need to observe the space
as ‘infinite and boundless’ and thus we need to observe the ‘phenomenal space’
rather than experience it in order to have a positive conception of it. However, the
observation of ‘phenomenal space’ remains impossible since we can only observe
‘physical space’ but not ‘phenomenal space’ which can only be experienced (see
below). Locke’s distinction between the ‘idea of the infinity of space’ and the ‘idea
of infinite space’ can thus be supported by the distinction between ‘biomechanical
marker’/’phenomenal space’ and ‘mechanical marker’/’physical space’ The possi-
bility to experience homogenous space’ as well as ‘unity in space’ must thus be
regarded as an ‘intrinsic’ characteristic of the functional organization of the brain,
which reflects its orientation on ‘biomechanical markers’ rather than ‘mechanical
markers’. Accordingly, homogenous space’ and ‘unity in space’ must be regarded
as characteristics of the brain itself’

‘Phenomenal space’ together with ‘homogenous space’ and ‘unity in space’ can
therefore neither be inferred a posteriori i.e. from ‘physical space’ nor a priori i.e.
from ‘transcendental space’ Locke infers the possibility of ‘phenomenal space), as
characterized by the ‘idea of the infinity of space, from ‘physical space’ as charac-
terized by ‘finite space’ (1690, Book II, Chapter XVII, 3-9, 14-16). ‘Phenomenal
space’ is thus a posteriori. He assumes that the ‘idea of the infinity of space’ is
due to the ‘repetition of ideas of simple space’. He therefore presupposes that this
‘endless growing idea’ is solely a matter of quantitative extension of ‘finite space’
Considering the functional organisation of the brain, which is oriented on ‘biome-
chanical markers’ rather than ‘mechanical markers), this must be regarded as false.
Instead of being built on primarily ‘finite space’ and ‘physical space’, the ‘idea of
infinite space’ and thus ‘phenomenal space’ is rather an ‘intrinsic’ characteristic
of the organisation of the brain and spatial experience. Kant, in contrast, assumes
that the ‘transcendental ideality’ of space is a necessary condition for the possibil-
ity of homogenous space i.e. ‘phenomenal space’ (Kant 1998) on which all spatial
experiences depend. ‘Phenomenal space’ is thus a priori. Within the present con-
text, the term ‘transcendental space’ may be re-interpreted and may therefore no
longer refer to some kind of space within which the body and other things can
be located. This presumption is disclosed in Merleau-Ponty’s (1958:284) compar-
ison between container and content (see below). The term ‘transcendental’ may
rather be ‘naturalized’ (see 3.3.3 for the definition of the term ‘naturalism’) and
defined by the ‘intrinsic’ relationship between brain, body, and environment. As
demonstrated above (see 2.1.1), this ‘intrinsic’ relationship between brain, body,
and environment i.e. ‘embedment’ provides the ‘unity in space’ (see above). The
‘form’ of space i.e. the ‘container’ and the ‘content’ in space no longer need to be
separated: “To be a body, is to be tied to a certain world, as we have seen; our body
is not primarily in space: it is of it’ (Merleau-Ponty 1958:171). Kant was therefore
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right when he assumed that ‘unity in space’ is possible and necessary. However,
he was wrong by presuming that the ‘unity in space’ cannot be provided by the
body itself, which leads to the assumption that ‘transcendental space’ and con-
sequently the separation between ‘form’ and ‘content’ of space exist. Moreover,
the term ‘a priori’ must be re-interpreted in a novel way within the context of
space. It can no longer be defined as ‘prior to and independent from all experi-
ence’ (Kant 1998). Since ‘phenomenal space’ provides the necessary condition for
the possibility of ‘physical space’ (see 2.1.1.2.2), ‘a priori’ may be defined as ‘prior
to physical conception of space’. In summary, Kant’s conception of space may be
re-interpreted within the framework of ‘embedment’ by inclusion of ‘embedment’
and ‘phenomenal experience’ in the definition of the terms ‘transcendental’ and ‘a
priori’ respectively.

‘Phenomenal space’ and ‘physical space’

Let us first imagine a case where spatial coding with regard to the own body
would no longer be subserved by ‘biomechanical markers’ but rather ‘mechanical
markers’.

In that case, there would be a relation between neural activity and the absolute
position of single body parts/limbs. Instead of one body image, we would proba-
bly have several images each related to distinct parts of the body. These different
images could no longer be integrated and unified into one body image. Function-
ally, the own body would thus be coded in terms of ‘mechanical markers’ rather
than ‘biomechanical markers’, which results in ‘spatial heterogeneity’. Phenome-
nally, neither ‘unity in space’ nor ‘non-structural homogeneity’” but rather ‘diver-
sity in space’ and ‘structural heterogeneity’ would exist. Accordingly, we would ex-
perience our own body in the same way we observe others’ bodies and would no
longer have a ‘body image’ Nevertheless, even the observation of others’ bodies
could be impaired. We may also no longer be able to relate others’ bodies to our
own body and would therefore link different spatial coordinates with each other.
One could therefore assume that patients with disturbances in their body image
would also show deficits when observing others’ bodies. This is indeed the case
(Berlucchi & Agliotti 1997). A linkage between ‘phenomenal and physical space’
remains subsequently impossible. The thought experiment demonstrates the fol-
lowing: (i) the possibility of generating a ‘body image’ is necessarily dependent on
the kind of coding of the spatial coordinates of the own body; (ii) the experience
of ‘non-structural homogeneity’ is necessarily dependent on the possibility of the
creation of a ‘body image’; (iii) the possibility of linkage between ‘phenomenal
and physical space’ is necessarily dependent on the experience of ‘non-structural
homogeneity” with respect to the own body.

Imagine a second case where, similar to the own body, the bodies of others
could also be observed in terms of ‘biomechanical markers’.



Neuroepistemological account of the brain

67

Functionally, a distinction between ‘mechanical markers’ and ‘biomechanical
markers’ would no longer exist. Phenomenally, the ‘phenomenal space’ from the
own body would be extended to the bodies of other individuals. ‘Spatial homo-
geneity’ and ‘unity in space‘ would thus include both the own and other bodies.
The own body could probably no longer be distinguished from other bodies be-
cause all bodies are spatially homogenized and unified. Only ‘phenomenal space’
but no ‘physical space’ would exist. The thought experiment demonstrates the fol-
lowing: (i) the possibility of generating a ‘body image’ is not necessarily dependent
on the kind of coding of the spatial coordinates of other bodies; (ii) the restric-
tion of ‘non-structural homogeneity’ to the own body is necessarily dependent on
differential coding of the spatial coordinates of the own and other bodies; (iii) the
distinction between the own and others bodies is necessarily dependent on the
possibility of the distinction between ‘phenomenal space’ and ‘physical space’.

Thirdly, imagine a case with a reversed design in regards to the own and other
bodies.

Functionally, the bodies from other individuals would be coded in terms of
‘biomechanical markers’ whereas the neuronal activity that underlies the own
body would rather reflect ‘mechanical markers. Phenomenally, while the own body
would be observed in terms of ‘diversity in space’ and ‘structural heterogeneity’,
others’ bodies would be experienced in terms of ‘unity in space’ and ‘non-structural
homogeneity’. Accordingly, ‘phenomenal space’ would be related to other bodies
while ‘physical space’ would be associated with the own body. We would have a
‘body image’ of another person but not for our own. We would probably remain
unable to link the own and other bodies and thus ‘phenomenal and physical space’.
The thought experiment demonstrates the following: (i) the possibility of generat-
ing a ‘body image’ is not necessarily linked to the own body; (ii) the possibility of
dissociation between ‘phenomenal space’ and ‘physical space’; (iii) the possibility
of dissociation between ‘phenomenal/physical space’ and own/other bodies.

In summary, the following conclusions can be drawn: (i) there is a relationship
between the kind of coding of spatial coordinates and the kind of space; (ii) there
is a relationship between differential kinds of spatial coding and the difference be-
tween the own and other bodies; (iii) there is a relationship between different kinds
of space and the difference between the own and other bodies; (iv) there is no nec-
essary linkage between the body image and the own body; (v) the possibility of
a linkage between ‘phenomenal and physical space’ is necessarily dependent on
‘phenomenal space’ with respect to the own body.

The neuroepistemological hypothesis
HyprotHEsis: There is a relationship between the experience of ‘phenomenal space’
and neural coding of space in terms of ‘biomechanical markers’.
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NEUROSCIENTIFIC IMPLICATIONS: (i) a relation between ‘biomechanical markers’
and neural activity that underlie the creation of the body image; (ii) a dependence
of the body image i.e. its creation on tactile/propioceptive events, as related to the
somatosensory cortex, and the transformation of the body shape into space, as
related to the parietal cortex; (iii) a relation between the involvement of the insu-
lar/right parietal cortex and the attribution of the body (image) to the own person.

EPISTEMOLOGICAL IMPLICATIONS: (i) dependence of the possibility of ‘phenom-
enal space’ on the creation of a body image; (ii) differential characterization of
‘phenomenal and physical space’ with regard to the integration of different spatial
coordinates which reflect different spatial relationships between body and environ-
ment; (iii) dependence of the distinction between the own and other bodies on the
distinction between ‘phenomenal and physical space’.

2.1.2  ‘Individual embedment’: ‘Intra-subjective character’
of ‘phenomenal space’

Functional brain organisation: Phantom sensations and cortical plasticity

The most interesting disturbance of the body image is the phantom limb where
‘people who have lost an arm or leg often perceive the limb as though it is still
there’ (Melzack 1992:90). Several philosophers, including Descartes and Merleau-
Ponty, recognized the possibility of phantom limbs which, due to the introduction
of new imaging techniques, has recently invoked interest among neuroscientists as
well. Following, we will briefly describe the phenomenon of phantoms as well as
the pathophysiological mechanisms that are potentially essential for them.

Some authors (Ribbers et al. 1989: 137; Heinzel 1999) distinguish between the
terms ‘phantoms’, ‘phantom sensation, and ‘phantom pain’. ‘Phantom’ refers to
the ‘awareness of non-existent or deafferentiated parts of the body with a specific
shape, a specific weight, or a specific kinetic’. ‘Phantom sensation’ refers to all pain-
less sensations of the phantom; this term can be used synonoumsly with ‘phantom
experiences. ‘Phantom pain’ refers to all painful sensation of the phantom. Phan-
tom sensations can occur after the amputation of the legs as well as almost all other
parts of the body (breast, rectum, penis, etc). They are characterized by kinaesthetic
sensations, kinetic sensations i.e. feelings of movements, and exteroceptive sensa-
tions i.e. feelings of external pressure, tactile stimuli or alterations of temperature
(Jensen et al. 1984). The central characteristic of phantom sensations is the sub-
jective experience of a feeling of certainty despite the objective counterevidence.
This feeling of subjective certainty leads to the conviction of reality of the phan-
tom: “The most extraordinary feature of phantoms is their reality to the amputee.
Their vivid sensory qualities and precise location in space — especially the first —
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make the limbs so lifelike that a patient may try to step off a bed onto a phantom
foot or lift a cup with a phantom hand. The phantom, in fact, may seem more
substantial than an actual limb, particularly if it hurts’ (Melzack 1992:90). Most
important, the subjective feeling of a phantom is stronger than the insight into the
objective reality of the loss of that particular limb. This feature is demonstrated
impressively in the following case reports. ‘A sailor accidentally cut off his right in-
dex finger. For forty years afterwards he was plagued by an intrusive phantom of
the finger rigidly extended, as it was when cut off. Whenever he moved his hand
towards his face — for example to scratch his nose — he was afraid that his phantom
finger would poke his eye out. He knew this to be impossible, but the feeling was
irresistible’ (Sacks 1985:63—-64). Another patient (P) without any cognitive deficits
reported a phantom arm in his conversation with an interviewer (I) (Halligan et
al. 1993:159-166):

I had one amputated.
If you have two arms and one was amputated, how many arms would

I: How many arms do people usually have?

P: Two.

I: And if someone lost an arm, they would have?
P: Just the one.

I: How many arms do you have?

P: Three.

I: How did that happen?

P:

I:

you have?
P: Two or three. I know it’s a nonsense.

Another characteristic of phantom sensations consists in the fact that they can be
influenced and modulated by a variety of internal and external stimuli. Physical
stimuli such as temperature and weather for example, may modulate the feeling of
the phantom limb: “Thus before a spell of frost his toes felt crushed as if by a tight
show. (..) Again, before rain he had the sensation as if his foot and toes were in-
completely immersed in water which was being gently whirled around. (..) All these
abnormal sensations were more obtrusive in the winter and so accurate that he had
gained a local reputation as a weather prophet’. (Riddoch 1949:199). In addition
to physical stimuli psychological functions may modulate phantom sensations as
well: Strong concentration (... when his mind was fully occupied he was unaware
of his phantom...” (Riddoch 1949:198)) or intense emotions (..Emotions such as
anger or excitement makes the patient forget the phantom” (Henderson & Smyth
1948:98) may modulate the phantom sensation.

How can we account for the phantom phenomena?

Melzack (1990, 1992) presupposes a neural network or a so-called ‘neuroma-
trix’ — which consists of the somatosensory system, reticular afferents to the limbic
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system, and cortical regions. This ‘neuromatrix’ is important for self-recognition
and the recognition of external objects and entities. It is largely pre-wired by ge-
netics, generates a continuous pattern of activity i.e. the ‘neurosignature’, which
can be modified by new sensory inputs Consequently, Melzack distinguishes be-
tween a genetically determined and thus unchangeable part within the neuro-
matrix (the ‘phylomatrix’) and an experience-dependent part (the ‘ontomatrix’)
(Melzack 1989:10). In the anatomical regions of the neuromatrix, neural process-
ing is generated in parallel cycles. Melzack calls this ‘cyclical processing’ and claims
that it provides feelings and actions that are related to the body image. Phantom
phenomena may be caused primarily by the persisting activity of the components
within the ‘neuromatrix’, and by the brain’s interpretation of this activity, which is
associated with the lost body part. It needs to be noted that the above-mentioned
components have been deprived of their normal inputs.

How does this alteration in the brain’s interpretation of activity take place: that
is, what are the corresponding physiological mechanisms?

Recent research shows that the existence of phantoms is closely related to corti-
cal plasticity, which reflects reorganisational processes in the somatosensory cortex
(Ramachandran 1990, 1993; Ramachandran et al. 1995, 1996). If, for example, the
right hand is amputated, the left hand has to perform all the functions of the right.
The cortical area for the left hand is enlarged by these additional demands. Sim-
ilar observations have been made in musicians. Their trained fingers, which are
involved in playing the respective instruments, show much larger areas of repre-
sentation in the somatosensory cortex than the other fingers (Elbert et al. 1995).
Phantom sensations may subsequently be accounted for by similar mechanisms of
cortical reorganisation. Representational areas for still existing limbs are overlap-
ping with the ones of the amputated limbs. Neuronal impulses, as derived from
still existing limbs can be associated with the amputated limb. One may therefore
assume a confusion in recognition of the origin of neuronal impulses (Flohr et al.
1995; Knecht et al. 1996, 1998).

What are the mechanisms of cortical reorganisation?

Partial deafferentiation, which reflect a disruption of neuronal linkages in cases
of amputation, may occur in a staged fashion (Berlucchi & Aglioti 1997). It may
first involve the immediate expression of latent inputs, second the formation of
new synapses, and third the stabilization or elimination of synapses in accordance
with their functional usefulness. Afferences, being functionally inactive before an
amputation, may be reactivated during partial deafferentiation. This may provide
new functional linkages that had not been functionally relevant before the deafter-
entiation. The demasking of previously subthreshold synapses, as induced by the
loss of gaba-ergic mediated local inhibition, as well as the modulation of NMDA-
receptor mediated synaptic efficacy may play a crucial role in cortical reorgan-
isation (Knecht & Ringelstein 1999). In general, cortical reorganisation may be
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modulated by several factors, which include age, training, and a variety of differ-
ent neurochemical agents (see Knecht & Ringelstein 1999 for an overview). How-
ever, it remains unclear, whether the phantom pain itself may be considered as a
consequence of cortical reorganisation or as the cause for the induction of reor-
ganisational processes. The latter assumption is supported by the reversal of the
cortical reorganisation in those subjects who are given a regional anaesthesia for
their phantom pains (Birbaumer et al. 1997) or myoelectric prosthesis (Lotze et al.
1999). It is therefore suggested that phantom pain and pain in general may alter
the synaptic threshold for the activation in the somatosensory cortical areas which
subsequently leads to cortical reorganisational processes. Finally, it is important to
note that these processes of cortical reorganisation can only be induced by a func-
tionally meaningful condition i.e. behaviourally and functionally relevant events.
Meaningless stimuli like passive high-repetitive sensory stimulation do not lead to
cortical reorganization because they lack behavioural relevance for the respective
individual (Knecht & Ringelstein 1999). Consequently, the criterion for the induc-
tion of cortical reorganisation (of the body image) does not consist in any kind
of change irrespective of its behavioral relevance. Instead, it is the significance of
events, as accounted for by functional and behavioral relevance for the respective
individual person, that has to be considered as crucial:

The meaning of a stimuli for the behaving organism’s attention and intentions
seems to be crucial for the overall dynamics of the organisation of sensory cor-
tical maps, so that foreign inputs that become expressed in a deafferentiated
portion of the somatosensory cortex should be maintained only if they can
command attention and be useful for motor control.

(Berlucchi & Aglioti 1997:563)

Neuroepistemological implications: Body as spatial centre and
‘intra-subjective character’ of ‘phenomenal space’

‘Intra-subjective character’ of ‘phenomenal space’

Functionally, the coding of the spatial coordinates of the body not only depends on
the differences between different stimuli (see 2.1.1) and thus on the environmental
context as such. Instead, the stimuli, whose differences are coded for, are selected
in orientation on the functional and behavioural relevance for the respective in-
dividual (see 2.1.2). The environmental context itself is thus selected and adapted
to the individual functional and behavioural needs (more about ‘selective-adaptive
coupling’ between brain/body and environment in Chapter 3). The ‘biomechanical
markers’ (see 2.1.1) can subsequently be characterized as ‘intra-individual mark-
ers, which account for the individual determination of neural activity. The individ-
ual determination of neural activity is unavoidably accompanied by the exclusion
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of context-dependent stimuli when related to other individuals. Common contexts
or environments are reflected in similar neural activity in different individuals.
However, this is only true if the behavioural relevance is more or less the same.
Similar environmental contexts are therefore not necessarily related with the same
neural activity in different individuals. Neural activity is thus determined rather by
‘intra-individual markers’ than ‘inter-individual markers’.

Phenomenally, this orientation of neural activity on ‘intra-individual markers’
may be reflected in the private experience of our body image. We experience our
body image as individual and as inaccessible to others i.e. private. Experiencing
the own body image as individual necessarily excludes the possibility of being able
to experience a different body image with respect to the own body. Moreover, the
body images of other people are excluded in the experience of our own body im-
age. Similarly, our own body image remains inaccessible to others. Body image and
‘phenomenal space’ (see 2.1.1) subsequently remain individual and private; there is
an ‘intra-subjective character’ in the experience of our own body. The observation
of others’ bodies, in contrast, can neither be characterized by an ‘intra-subjective
character’ nor a ‘spatial centre’ (see below). We remain unable to elucidate the in-
dividual, functional, and behavioural relevance in other individuals. Their bodies
can subsequently not be observed as individual and private i.e. their observation
lacks the ‘intra-subjective character’. Accordingly, we can account for other bodies
only in terms of ‘inter-individual markers’ which, phenomenally, may be reflected
in the ‘inter-subjective character’ of observation. Moreover, due to the lack of the
private and individual determination of other bodies, they cannot be regarded as
‘spatial centres. We consequently remain unable to attribute a ‘reference (i.e. their
body) for an experiential perspective’ to another person. Since the body image is
determined as individual and private, we experience our own body as the ‘spatial
centre’. It is the ‘spaTIAL centre’ because the body image can be characterized by
‘unity in space’ (see 2.1.1). It is the ‘spatial CENTRE’ because the exclusion of all
other bodies and body images (see above) results in experiencing our own body
as THE reference i.e. the centre of reference for experiencing not just the own but
also other bodies. Our body subsequently serves as the ‘reference for an experi-
ential perspective’ (Damasio 1999:145) or as the ‘invariant centre of experiential
space’ (Metzinger 2000a:25) (see also 2.4.1 for further extension and discussion
with respect to the First-Person Perspective).

Due to the experience of our own body as a ‘spatial centre’, the own body is dis-
tinguished from other bodies. While the own body can be characterized by ‘unity
in space), others’ bodies do not show such a ‘unity in space’ The own body can
thus serve as THE reference so that the assumption of any kind of ‘transcendental
unity’ of space, as for example presupposed by Kant, remains no longer necessary.
Instead, the ‘transcendental unity’ of space is shifted to the ‘intrinsic’ relationship
between the own body and its respective environment i.e. ‘embedment’ (see also
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2.1.1). Kant’s distinction between ‘transcendental ideality’ and ‘empirical reality’
of space (Kant 1998) must therefore be re-interpreted. ‘Transcendental ideality’ of
space no longer involves the ‘unity of space’, which is given independently from any
kind of experience. Instead, the ‘transcendental ideality’ of space refers to the ‘in-
trinsic’ integration of the own body within the environment by means of which the
‘phenomenal experience’ of ‘unity in space’ is provided (see also 2.1.1). ‘Empirical
reality’ of space, on the other hand, refers to the observation of space as ‘physi-
cal space’ with ‘diversity in space’. This necessarily presupposes ‘phenomenal space’
and ‘unity in space’. Kant was subsequently right when he distinguished between
two different kinds of space with one being a necessary condition for the possibility
of the other but not vice versa. However, he was wrong when he detached and sep-
arated the ‘unity of space’ from the own body by specifying it as ‘transcendental’
Due to the neglect of the distinction between the own and other bodies in terms of
space, Kant could not relate the ‘unity in space’ to the own body.

Body as ‘spatial centre’ and the ‘intra-subjective character’ of ‘phenomenal space’
First, imagine a case with neuronal organisation pursuant to context-independent
stimuli i.e. pure physical stimuli without any meaning.

Functionally, the organisation of neural activity would be independent from
the meaning of the context for the respective individual person. Similar stimuli
would lead to a similar neural organisation in different individuals. Neural activ-
ity would thus no longer be determined by ’intra-individual markers’ but rather by
‘inter-individual markers’ that are shared by different people. Phenomenally, due to
the exclusion of ‘non-intra-individual markers), creating the own body as a ‘spatial
centre’ would be impossible. Accordingly, experience of space would no longer be
individual nor private. Spatial experience would thus no longer be inaccessible to
others i.e. its ‘intra-subjective character’ would be replaced by an ‘inter-subjective
character’ The difference between the own and others would probably be resolved
since both would be observed solely in terms of ‘inter-individual markers. The
thought experiment demonstrates the following: (i) the possibility of characteriz-
ing the own body as individual and private is necessarily dependent on the consid-
eration of the behavioural relevance in neuronal coding; (ii) the characterization
of the own body as the ‘spatial centre’ of awareness is necessarily dependent on the
characterization of the own body as individual and private; (iii) the possibility of
experiencing ‘phenomenal space’ as ‘intra-subjective’ is necessarily dependent on
the characterization of the own body as the ‘spatial centre” of awareness.

Imagine a second case where others’ bodies are coded not only by ‘inter-
individual markers’ but similar to the own body, by ‘intra-individual markers’.

The observation of body parts and ‘objective space’ with regard to other bod-
ies (see 2.1.1) would be replaced by the experience of body image and ‘phenom-
enal space’. A distinction between the ownership of different bodies may be quite
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difficult since both the own and other bodies are spatially homogenized and in-
dividualized. The ‘spatial centre’ can thus no longer be related to the own body
exclusively but includes other bodies as well. The distinction between the ‘intra-
subjective’ and ‘inter-subjective character’ of experience is blurred since the latter
is no longer present. The thought experiment demonstrates the following: (i) the
possibility to distinguish between the own and other bodies is necessarily depen-
dent on the distinction between ‘intra-individual’ and ‘inter-individual markers;
(ii) the characterization of the own body as the ‘spatial centre’ is necessarily de-
pendent on the possibility to distinguish between the own and other bodies; (iii)
the possibility to distinguish between the ‘intra-subjective’ and ‘inter-subjective
character’ is necessarily dependent on the characterization of the own body as the
‘spatial centre’.

Imagine a third case with a reversed design in regard to the own and other
bodies.

Functionally, while the neural activity that underlies other bodies would be
characterized by ‘intra-individual markers) the neural activity that is essential for
the own body would probably be accounted for by ‘inter-individual markers’ Phe-
nomenally, the other bodies may be regarded as the ‘spatial centre’ for the own
experience in this case. The own physical body, however, would no longer be expe-
rienced as the own body. Instead, the bodies of others may be associated with the
own experience. Accordingly, the ‘intra-subjective character’ of spatial experience
would no longer be related to the own body but rather to other bodies. The ‘inter-
subjective character’, on the other hand, would probably be related with the own
physical body. One may therefore speak of a dissociation between ‘physical body’
and ‘phenomenal body’. The thought experiment demonstrates the following: (i)
neural coding of spatial coordinates in terms of ‘intra-individual markers’ is not
necessarily linked with the own body; (ii) the characterization of the body as the
‘spatial centre’ of awareness is not necessarily associated with the own body; (iii)
the possibility of dissociation between ‘phenomenal body’ and ‘physical body’ is
necessarily dependent on a non-necessary relationship between ‘spatial centre’ and
own body.

In summary, the following conclusions can be drawn: (i) the possibility of neu-
ral organisation in orientation on ‘intra-individual markers’ is necessarily depen-
dent on the relationship between different stimuli which in turn account for the
context-dependence of neural activity; (ii) the possibility of privacy and individ-
uality of spatial experience is necessarily dependent on the neuronal organisation
in orientation on ‘intra-individual markers'; (iii) the possibility to distinguish be-
tween ‘phenomenal and physical space’ is necessarily dependent on the distinction
between ‘intra- and inter-individual markers‘; (iv) the possibility to distinguish be-
tween the own and other ‘spatial centres’ is necessarily dependent on the distinc-
tion between ‘phenomenal and physical space’; (v) the possibility to distinguish
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between ‘intra- and ‘inter-subjective characters’ is necessarily dependent on the
distinction between the own and others’ ‘spatial centres’.

Neuroepistemological hypothesis
HyprotHEsis: There is a relationship between the ‘intra-subjective character’ of
spatial sensation and neural coding of space in terms of ‘intra-individual markers’.

NEUROSCIENTIFIC IMPLICATIONS: (i) the neural activity, that is essential for the
generation of the body image, can be characterized by ‘intra-individual markers’
and individual context-dependence; (ii) the neural activity, that is essential for the
creation of the body image, is organized in orientation on behaviourally relevant
events rather than behaviourally irrelevant events for the respective individual; (iii)
the individual determination of neural activity that underlies the generation of
both body image and space.

EPISTEMOLOGICAL IMPLICATIONS: (i) characterization of the body as private and
individual accounts for an ‘intra-subjective character’ in the experience of the own
bodys; (ii) characterization of the own body as the ‘spatial centre’ serves as the ref-
erence for the awareness of our own and other bodies; (iii) dependence of the
possibility of the distinction between the own and other bodies on the distinc-
tion between ‘intra- and inter-subjective characters’ in experience and observation
respectively.

2.1.3 ‘Emotional embedment’: ‘Phenomenal-qualitative character’
of ‘phenomenal space’

Functional brain organisation: Viscero-emotional function and body image

The generation of the body image is closely related to the emotional and visceral
function via the insular, which provides close linkage with the limbic system (see
2.1.1). The limbic system includes medial (i.e. hippocampus, parahippocampus,
etc) and anterior (amygdala) structures of the temporal lobe as well as basal pre-
frontal cortical regions (i.e. orbitofrontal cortex). Especially the orbitofrontal cor-
tex is of crucial importance for the integration of somatic and emotional functions
(see 2.3.2 for further discussion about emotions). Two distinct neural networks can
be distinguished within the orbitofrontal cortex: an orbital network and a medial
network (Price et al. 1996, 1998, 2003, see also Morecraft et al. 1992, 1998). The or-
bital network includes posterior and lateral parts of the orbitofrontal cortex which
are densely connected among each other. The orbital network receives afferences
i.e. input from the medial and dorsal parts of the basal nucleus of the amygdala,
which provides the linkage with emotional processing. Other inputs from the ento-
and perirhinal cortex reflect medial temporal lobe structures. In addition, the or-
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bital network receives several inputs i.e. afferences from almost all olfactory and
gustatory regions as well as from visceral afferents that are implicated in control
of vegetative functions and thus of the homeostatic regulation of internal bod-
ily organs. Most important in the present context is that the orbitofrontal cortex
receives direct and strong afferences from the somatosensory (SI and SII) and pos-
terior parietal (area 7b, anterior intraparietal sulcus) cortex (Bates & Goldmann-
Rakic 1993). On the basis of this connectivity pattern, it is assumed that the orbital
network serves as a substrate for the integration of sensory-spatial, visceral and
emotional functions with regard to the body (Price 1999). Consequently, the body
image, as generated in somatosensory and posterior parietal cortex (see 2.1.1.1),
seems to be directly connected with the emotional functions that are processed in
the orbitofrontal cortex. In contrast to the orbital network, the medial network in-
cludes the medial orbitofrontal cortex as well as areas on the medial prefrontal cor-
tical surface. The medial network receives afferences from the ventrolateral parts of
the basal nucleus of the amygdala, the hippocampal and parahippocampal forma-
tion, and the hypothalamus. Consequently, the medial network is involved in both
emotional and visceral processing. Since the medial prefrontal cortex participates
in the generation of movements and action (via anterior cingulate i.e. area 24c and
supplementary motor area i.e. area 6), the medial network relates the two functions
i.e. visceral-emotional function with motor function.

Both orbital and medial network are closely connected with each other which
allows information to flow from viscerosensory to visceromotor systems. The im-
portance of the anatomical and connectional distinction between medial and or-
bital network is further underlined by results obtained in imaging studies. A re-
ciprocal pattern of neural activity has been observed in the medial as well as in
the lateral orbitofrontal cortex. Activation in the medial orbitofrontal cortex is
accompanied by deactivation in the lateral orbitofrontal cortex during negative
emotional processing (Northoff et al. 2000, 2002; Mayberg et al. 1999) Cognitive
processing (language, attention, working memory), on the other hand, induces an
inverse pattern that consists of deactivation in the medial and activation in the
lateral orbitofrontal cortex (Drevets & Raichle 1998; Northoff et al. 2000a, 2002,
2003c). This reciprocal pattern may be, at least partially, mediated by gaba-ergic
neurotransmission since GABA-A receptor agonists (i.e. potentiators), such as lo-
razepam lead to the reversal of activation and deactivation in the medial and lateral
orbitofrontal cortex (Northoff et al. 2002). Additionally, the orbitofrontal cortical
function (OFC) has to be distinguished from the dorsolateral prefrontal cortical
function (DLPFC) (Sarazin et al. 1998; Dias et al. 1996, 1997). While the OFC is
involved in behavioural-emotional linkage, the DLPFC subserves cognitive func-
tions in order to control action and behaviour (see also 2.4.3.1). The importance
of the distinction between OFC and DLPFC is further underlined by the possibility
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of a ‘double dissociation’” between both regions with regard to neuropsychological
functions (Sarazin et al. 1998; Dias et al. 1996, 1997).

Considering the particular function of the orbitofrontal cortex, Damasio
(1995, 1999, 2003) developed his hypothesis of ‘somatic markers. His hypothe-
sis relies on the linkage between sensory, motor, and emotional function in the
orbitofrontal cortex which, according to him, must be considered as crucial for
the generation of a phenomenal experience. First, Damasio distinguishes between
‘emoticons’ and ‘feelings. Emotions are outwardly directed and publicly observ-
able responses. ‘Feelings’ on the other hand are rather inwardly directed and are
therefore private mental experiences (Damasio 1999:36, 42). He furthermore dis-
tinguishes between three consecutive stages, a state of emotions, a state of feelings,
and a state of feelings that is made conscious as a kind of knowing the own feelings
(Damasio 1999:37). Secondly, relying on the anatomical and connectional charac-
teristics of the orbitofrontal cortex, he closely links emotions with somatic states of
the body: “... the results of emotions are primarily represented in the brain in the
form of transient changes in the activity pattern of somatosensory structures, I des-
ignated the emotional changes under the umbrella term ’somatic state’. Note that by
somatic I refer to musculoskeletal, visceral, and internal milieu components of the
soma and not just to the musculoskeletal aspect’ (Damasio 1995:243). Emotional
states serve as somatic markers’ for bodily states so that both bodily and emotional
functions are matched with regard to each other. Thirdly, a particular activity pat-
tern in the orbitofrontal cortex can ‘trigger the reactivation of the somatosensory
pattern that describes the appropriate somatic state’ (Damasio 1995:243). Due to
the matching between emotional and somatic functions, both can reciprocally trig-
ger each other. Fourthly, the reactivation of a specific match between emotional
and somatic states can occur via a ‘body loop’ The reactivation via ‘body loop’
would result in actual changes within the body itself - through the transmission
of signals to the subcortical and the brain stem nuclei. Reactivation can also oc-
cur via an ‘as if loop’ in which the reactivation signals are conveyed directly to
the somatosensory and posterior parietal cortical areas while subcortical and brain
stem nuclei and thus the body itself are bypassed (Damasio 1995, 1999). Fifthly,
since emotional states serve as markers for somatic states, the somatosensory pat-
tern is marked as good or bad by the corresponding emotional state (Damasio
1995:243). The process of emotional evaluation of somatic states may either be
conscious (i.e. overt) or unconscious (i.e. covert). Sixthly, specific matches between
somatic and emotional states influence cognitive processes like working memory,
attention, and logical reasoning by either facilitating or inhibiting them (Damasio
1995, 1999) (see 2.4.3 for more extensive discussion about emotional-cognitive in-
teraction). Seventhly, due to the link between emotional and somatic states, there
are neither pure sensory i.e. perceptual nor pure motor states because all of them
are accompanied by correlative changes in emotional and visceral states (Damasio
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1999:146-148). Eighthly, patients with lesions in the orbitofrontal cortex show lack
of emotional control with affective instability. These symptoms are accompanied
by lack of control of somatic i.e. bodily states. From a psychodynamic point of view,
these patients show a regression of psychological abilities to bodily functions by
unconsciously equating emotional with somatic functions (Solms 1998a:923-924,
934-935; Northoff et al. 2003).

The functional importance of the orbitofrontal cortex for the visceral and
emotional evaluation of somatic i.e. bodily states is further underlined by the
consideration of developmental and neuropsychiatric observations. According to
Shore (1996), the function of the orbitofrontal cortex is crucial for ‘affective and
social imprinting in the first two years of life’ because it provides the ‘affective
core of the self’. By relating emotional states with somatic i.e. bodily states, the
orbitofrontal cortex apparently accounts for the development of a socio-emotional
content for the respective individual person (Shore 1996). This is paradigmatically
reflected in the neuropsychiatric illness of catatonia (see Northoff 2003b). Catato-
nia is a psychomotor syndrome that can be characterized by the co-occurrence of
emotional, behavioural, and motor disturbances (Northoff 2003b; Northoff et al.
1999, 2000, 2003). These patients are often entirely immobilized, showing bizarre
postures. Moreover, they are completely mute and extremely anxious. Subjectively,
most patients report that they were ‘immobilized by anxiety’ (Northoff 2003b;
Northoff et al. 1998). Therefore, some authors consider catatonia as a human ana-
logue to the ‘immobilization reflex’ in animals. Interestingly, recent imaging stud-
ies in fMRI and MEG revealed severe alterations in the orbitofrontal cortical func-
tion with an inverse pattern of neural activity in catatonia (see Northoff et al. 2003).
During negative emotional processing, the patients showed a reversed pattern that
consisted of deactivation in the medial and activation in the lateral orbitofrontal
cortex. Moreover, functional connectivity between orbitofrontal and premotor cor-
tical structures was shown to be altered in catatonia which probably accounted for
the disturbance in the emotional-motor transformation in these patients. In addi-
tion to orbitofrontal cortical alterations, catatonic patients can be characterized by
a decrease in the regional cerebral blood flow and gaba-ergic binding in the right
posterior parietal cortex which may account for their motor deficits i.e. posturing
(Northoff et al. 1999, 2000).

Neuroepistemological implications: Emotions and the
‘phenomenal-qualitative character’ of ‘phenomenal space’

‘Phenomenal-qualitative character’ of ‘phenomenal space’
Functionally, the body image cannot only be described by spatial and individ-
ual properties but in addition, by viscero-emotional functions. Viscero-emotional
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functions characterize the respective state of the body and could therefore be re-
garded as ‘somatic markers’ (see 2.1.3 and Damasio 1999) or ‘emotional markers’
Accordingly, the body image may be characterized by ‘bio-mechanical markers’
as ‘spatial markers’ (see 2.1.1), ‘intra-individual markers’ as ‘private markers’ (see
2.1.2) and ‘emotional markers’ as ‘somatic markers’. These three kinds of markers
build upon each other. ‘Intra-individual markers’ are only possible on the basis of
‘bio-mechanical markers’. If there were ‘mechanical markers’ instead, an individ-
ual selection of the differences between stimuli would no longer be possible, which
would make ‘intra-individual markers” as such impossible (see 2.1.2). Moreover,
‘emotional markers’ necessarily presuppose ‘intra-individual markers’. Emotions,
as defined by ‘feelings’ (see 2.3.2), can be accounted for by an ‘intra-subjective
character’ in experiences. The ‘intra-subjective character’ in the experience of emo-
tions, however, is only possible if the own body is determined as individual and
private (see 2.1.2). Otherwise, in case of a non-individual and non-private deter-
mination of the body, emotions as such must necessarily remain impossible. This
is, for example, the case when observing other bodies whose observation can only
be accounted for by an ‘inter-subjective character’ (see 2.1.2). Accordingly, we ex-
perience no emotions with respect to other bodies i.e. we have no access to their
body state which indicates ‘emotional markers’ as ‘somatic markers’.

Phenomenally, this conjunction between ‘bio-mechanical markers), ‘intra-
individual markers, and ‘emotional markers’ may be reflected in the ‘phenomenal-
qualitative character’ of the experience of ‘phenomenal space’. While the term ‘phe-
nomenal’ circumscribes ‘pure experience’ without any other cognitive ingredients
like reflection or recognition, the term ‘qualitative’ points out the character of ex-
perience as a ‘feeling’ i.e. ‘raw feeling’ (see Metzinger 1995:22-24). The linkage
between ‘bio-mechanical and emotional markers’ may account for this ‘raw feel-
ing’. We feel our own bodys; this feeling may be stronger than any cognitive insight
as it is, for example, the case in phantom limbs (see 2.1.2). The ‘raw feeling’ it-
self is subsequently not mediated by any cognitions. Otherwise, this ‘raw feeling’
would not persist even in the case of strong cognitive counter-evidence like, for
instance, in patients with phantoms (see 2.1.2). The ‘raw feeling’ therefore reflects
‘pure experience’ without any cognitive ingredients. Moreover, due to the linkage
between ‘intra-individual and emotional markers) the ‘raw feeling’ remains ‘pri-
vate’ and ‘intra-individual’ which restricts the experience of this ‘raw feeling’ to the
own body. In contrast, we remain unable to experience this ‘raw feeling’ in the case
of other bodies i.e. the experience of the ‘raw feeling’ cannot be shared with others.
Since the experience of the ‘raw feeling’ is necessarily restricted to our own body, it
can be accounted for by an ‘intra-subjective character’ (see 2.1.2).

The ‘raw feeling’ itself can be described by ‘phenomenal certainty’ and ‘lucid-
ity. ‘Phenomenal certainty’ refers to a feeling of certainty as a kind of ‘pre-reflexive
self-confidence’ that can persist even in the case of strong counter-evidence. For ex-
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ample, patients with supernumary limbs show persistent feelings of an additional
limb even though they know this to be impossible (see 2.1.2). The feeling of ‘phe-
nomenal certainty’ in this case reflects the linkage between the ‘intra-subjective
character’ when experiencing the own body and ‘emotional markers’. The ‘intra-
subjective character’ of the experience becomes therefore emotionally coloured
and loaded. Since emotions as ‘somatic markers’ reflect the own body state (see
above), one is inclined to infer that one cannot be wrong about the own body i.e.
one must be certain about the own body. Phenomenally, this inference may be re-
flected in ‘phenomenal certainty’ with regard to the own body. The observation of
other bodies, in contrast, is not emotionally coloured and loaded because we have
no access to their respective body state. We remain emotionally indifferent to other
bodies and do not infer that we cannot be wrong about other bodies i.e. we are
not certain about other bodies. Phenomenally, the lack of this inference may be
reflected in the absence of ‘phenomenal certainty’ with regard to other bodies. ‘Lu-
cidity’ refers to the ‘direct giveness of contents as part of the world” (see Metzinger
1995:22-24). Due to the lack of cognitive mediation (see above), we experience
our own body as directly given by means of the ‘raw feeling. We feel our body (see
above) and we infer from this that we have direct and immediate access to our own
body. In contrast, other bodies are not directly given; we do not feel them and have
neither immediate nor direct access to them. Instead of feeling them, other bodies
can be accounted for only by cognitive mediation i.e. so-called ‘social cognition’
(see 2.4.3), which provides us with indirect and mediated access.

Spatio-emotional linkage and ‘phenomenal-qualitative character’
of ‘phenomenal space’

Imagine first a case with a direct linkage between ‘spatial markers and ‘emotional
markers’

Functionally, a direct connection between posterior parietal cortex and lat-
eral orbitofrontal cortex would no longer exist (see 2.1.3). Phenomenally, spatial
experience would still be ‘private’ and ‘intra-individual’ since it relies on ‘intra-
individual markers* (see 2.1.2). However, spatial experience of the own body would
no longer be characterized by ‘raw feeling), lucidity’, and ‘phenomenal certainty’
which reflects its ‘phenomenal-qualitative character’ Accordingly, there would no
longer be any phenomenal difference between the experience of the own body and
the one of other bodies with respect to emotional involvement. The thought ex-
periment demonstrates the following: (i) the ‘phenomenal-qualitative character’
of spatial experience is necessarily dependent on the conjunction between ‘spatial,
intra-individual, and emotional markers’; (ii) there is a possibility of dissociation
between ‘individuality/privacy’ and ‘phenomenal-qualitative character’ in the ex-
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perience of the own body; (iii) the possibility of the phenomenal distinction be-
tween the own and other bodies is necessarily dependent on the spatio-emotional
linkage with respect to the own body.

Imagine a second case, one without a difference between ‘spatial markers” and
‘emotional markers’ i.e. both being subsequently identical.

Functionally, posterior parietal and orbitofrontal cortex could no longer be
distinguished from each other i.e. they would be identical and should functionally
be considered as one homogenous region. Phenomenally, the distinction between
emotional and spatial experience would no longer subsist. Spatial experience would
no longer be emotionally coloured, as it is actually the case (see also 2.1.3). Instead,
spatial and emotional experiences would be identical. Conversely, emotional expe-
rience would be necessarily spatial. Accordingly, one may assume spatio-emotional
synaethesia. The ‘phenomenal-qualitative character’ of spatial experience would be
extended to other bodies as well (see also 2.1.2). We would probably be able to ‘feel’
the others’ body. ‘Raw feeling), ‘lucidity’, and ‘phenomenal certainty’ in connection
with the others’ body that so far was restricted to our own body would be possible.
The phenomenal distinction between the own and other bodies could subsequently
become almost impossible. The thought experiment demonstrates the following:
(i) the restriction of the ‘phenomenal-qualitative character’ of spatial experience
to the own body is necessarily dependent on the linkage between ‘intra-individual
markers’ and ‘emotional markers’; (ii) the ‘phenomenal-qualitative character’ of
spatial experience is not necessarily related to the own bodys; (iii) the possibility of
the phenomenal distinction between the own and others bodies is necessarily re-
lated to the restriction of the ‘phenomenal-qualitative character’ in the experience
of the own body.

A third case with a reversed design concerning the relationship between spatial
and emotional function could also be imagined.

Functionally, one would expect unilateral control of either posterior parietal
cortex or orbitofrontal cortex by the respective other region. Unilateral connectiv-
ity would thus replace reciprocal connectivity as well as bilateral dependency be-
tween both regions. Phenomenally, while the experience of the others’ body shows
a ‘phenomenal-qualitative character, the own body is rather observed in physical
terms. While there would be ‘lucidity’ and ‘phenomenal certainty’ when experienc-
ing other bodies, the own body would remain phenomenally inaccessible. We ex-
perience the others’ body while observing our own body. The thought experiment
demonstrates the following: (i) the linkage of the own body with the ‘phenomenal-
qualitative character’ of spatial experience is necessarily dependent on the direction
of the spatio-emotional linkage; (ii) phenomenal access to the own body is neces-
sarily dependent on the linkage of the own body with the ‘phenomenal-qualitative
character’ of spatial experience; (iii) the possibility of dissociation between the
‘phenomenal-qualitative character’ and the own body.
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In summary, the following conclusions can be drawn: (i) the relation between
emotions and space depends on the kind of connectivity that exists between or-
bitofrontal and posterior parietal cortex; (ii) the individual and private character
of spatial experience is not necessarily dependent on the ‘phenomenal-qualitative
character’ since both can dissociate from each other; (iii) emotional experience
of the own body is not a necessary condition for the possibility of spatial experi-
ence of it since both can dissociate from each other; (iv) spatio-emotional link-
age is a necessary condition for the possibility of ‘phenomenal certainty’ and ‘pre-
reflexive self-confidence’” with regard to the body image; (v) spatio-emotional link-
age is a necessary condition for the possibility of ‘phenomenal-qualitative charac-
ter’ of spatial experience; (vi) the possibility of dissociation between ‘phenomenal-
qualitative character’ and the own body exists.

Neuroepistemological hypothesis

HyporHesis: There is a relationship between the ‘phenomenal-qualitative charac-
ter’ in the spatial experience of the own body and neural coding of space in terms
of ‘emotional markers’.

NEUROSCIENTIFIC IMPLICATIONS: (i) bilateral connectivity between lateral or-
bitofrontal and posterior parietal cortex; (ii) synchronization of neuronal activ-
ity between amygdala and orbitofrontal cortex; (iii) integration between medial
and orbital network in the orbitofrontal cortex which provides the linkage between
sensory, motor, and emotional functions.

EPISTEMOLOGICAL IMPLICATIONS: (i) characterization of the ‘phenomenal-qualita-
tive character’ of ‘phenomenal space’ by involving emotions that account for the
‘raw feeling’; (ii) the linkage between the ‘intra-subjective character’ of ‘phenome-
nal space’ and ‘raw feeling’ as a necessary condition for the possibility of ‘phenom-
enal certainty’ and ‘pre-reflexive self-confidence’; (iii) the possibility to distinguish
between the own and other bodies depends on the experience of a ‘raw feeling’ with
respect to the own body.

2.2 ‘Temporal embedment’: The own body and other bodies

‘Temporal embedment’ describes the integration of the body within the tempo-
ral coordinates of the environment. The ‘internal’ temporal processes within the
body must be somehow linked to the ‘external’ temporal processes within the en-
vironment. Analogous to ‘spatial embedment’ (see 2.1), distinct aspects and stages
of ‘temporal embedment’ can be distinguished from each other. First, temporal
processing within the ‘internal’ body is phenomenally accounted for by ‘phenom-
enal time’. The individual body can therefore be linked to (and, at the same time,
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distinguished from) temporal sequences within the environment, which indicates
‘environmental embedment’ (see 2.2.1). Secondly, temporal processing within the
‘internal” body must be detected and recognized as such. This is provided by
‘phenomenal judgment, which reflects ‘intra-subjective embedment’ (see 2.2.2).
Thirdly, temporal processing within the ‘internal’ body can be linked to and in-
tegrated in the observation of temporal sequences within the environment. ‘Phe-
nomenal time’ is linked to ‘physical time’. We can therefore make ‘physical judg-
ments’ on the basis of ‘phenomenal judgments’; this reflects ‘inter-subjective em-
bedment’ (see 2.2.3).

2.2.1 ‘Environmental embedment’: ‘Phenomenal time’

Functional brain organisation: Sensorimotor integration

Rizzolatti et al. (1998) proposed a new concept for the organisation of the corti-
cal motor system by making the following assumptions: (i) The motor cortex is
shaped by a mosaic of anatomically and functionally distinct areas, each contain-
ing an independent representation of one particular body movement. Based on the
respective cortical afferents and descending projections, each motor area plays a
specific role in motor control. The classical view i.e. that there are only two motor
areas in the cortex is wrong. Instead, there are multiple motor areas, which cor-
respond to different movements respectively. (ii) Analogous to the motor cortex,
the somatosensory cortex is also shaped by multiple areas, each being involved in
the analysis of particular aspects of sensory information. (iii) The fronto-parietal
connections account for multiple segregated anatomical circuits (PE-F1, VIP-F4,
AIP-F5ab, PF-F5¢, PEc-F2, PE-F3/6) that characterize basic functional units, which
are devoted to specific sensorimotor integration (Rizzolatti et al. 1998). There is
strong empirical support for sensorimotor integration. For example, a study, that
investigated the association between auditory and visual stimuli in PET, revealed
a sensory-motor component, which included primary and secondary sensory and
motor cortical areas (McIntosh et al. 1998). The interdependence between sensory
and motor function has also been demonstrated. Tactile sensations, accompanied
by movements lead to the same enhanced activation (i.e. somatosensory evoked
fields as measured with MEG) in the ipsi- and contralateral secondary somatosen-
sory cortices (SII) as the tactile sensations that are not accompanied by movements
(Forss & Jousmiki 1998). Unilateral deficits in tactile awareness, as observed in pa-
tients with right posterior temporal-parietal cortical lesions, can be improved by
corresponding movements (Vaishnavi et al. 1999). Reaching and grasping move-
ments, that necessarily require visual-motor transformation, have been shown to
activate both premotor and posterior parietal cortex (Iacoboni 1999; Desmurget et
al. 1999). In addition to fronto-parietal circuits, various types of feedforward and
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feedback loops may account for a reciprocal integration between sensory and mo-
tor function. These loops include ‘exafference’, ‘reafference” and ‘efference copies*
(see Hurley 1998:436—438 who relies implicitly on the work by von Holst). "Ex-
afference’ reflects a ‘feedforward’ input whose source is the external environment
e.g. the movement of external objects. In contrast to ‘exafference’, both ‘reafference’
and ‘efference copy’ may be regarded as feedback loops. ‘Reafference’ reflects affer-
ent input, which is derived from sensory changes as induced by the own movement.
It includes visual and propioceptive inputs that are caused by limb movement as
well as other inputs from the environment insofar as they are affected by the move-
ment itself. Reafferent signals induce changes in the somatosensory cortex by mod-
ulating the respective somatosensory evoked potentials that follow the movement
potential (Botzel et al. 1997). Either ‘efference copy’ or ‘corollary discharge’ can
be regarded as a ‘feedback loop’ of the output, which reflects an ‘efference’ inside
the central nervous system. Central efferent or motor output signals are projected
to other processing areas of the brain including sensory areas. Sensory areas may
then receive both kinds of signals i.e. from ‘efference copy’ and ‘reafference’ from
the same movement. As a result ‘internal’ motor signals and ‘external” sensory sig-
nals can be directly compared with each other which, neuroanatomically, may be
subserved by the posterior parietal cortex.

A functional interdependence between sensory and motor system has been
conceptualised in a model introduced by Miall and Wolpert (1996). The causal
representation of the motor apparatus i.e. the movement can be described as a
‘Forward dynamic model’ The sensory changes, which reflect ‘re- and exafferences),
account for a so-called ‘Forward output model. The ‘efference copy’, on the other
hand, which reflects the representation of those events that induced or caused the
respective motor state i.e. the movement, are described as an ‘inverse model’ (Miall
& Wolpert 1996; Wolpert et al. 1998).

Based on these models, actual and predicted state can be compared with each
other. Reciprocal comparison between actual and predicted state may provide the
functional basis for mutual adjustments between motor and sensory function. This
‘comparator function’ is assumed to be related to the neural function in the (right)
posterior parietal cortex and the cerebellum. While the posterior parietal cortex
may provide the ‘spatial frame of reference’ (see 2.1.1 and 2.1.2), the prefrontal
cortex i.e. the dorsolateral prefrontal cortex (DLPFC) may rather account for tem-
poral integration (Onoe et al. 2001; Harrington et al. 1998; Fuster et al. 2001; Quin-
tana & Fuster 1999). Sensorimotor integration in the fronto-parietal circuits may
therefore account for temporal and spatiotemporal integration. The different tem-
poral coordinates of the sensory and motor function are adjusted to each other and
linked with the respective spatial coordinates. One may subsequently regard sen-
sorimotor integration as spatiotemporal integration (Vallar 1999; Castillo 1999;
Desmurget et al. 1999; Mattingley et al. 1998; Snyder et al. 1997; Driver & Mat-
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tingley 1998). However, the exact neural and functional mechanisms of prefronto-
parietal coordination that account for spatiotemporal integration, remain unclear.

Neuroepistemological implications: Sensorimotor integration
and ‘phenomenal time’

‘Phenomenal time’

Functionally, integration between sensory and motor function requires integration
between different temporal coordinates. The different sensory functions may oc-
cur at different points of time. Moreover, sensory functions in general may operate
on a completely different time scale than motor functions. Integration between
sensory and motor function subsequently requires integration between different
temporal coordinates. This is provided by the various feedforward and feedback
loops (see 2.2.1) which bridge the temporal gap between sensory and motor func-
tion by directly relating their different points of temporal occurrence. The mutual
temporal adjustment between sensory and motor function is provided by ‘exaffer-
ence), ‘reafference’ and ‘efference copy’ (see 2.2.1). While ‘exafference’ and ‘reaffer-
ence’ may allow for the integration of earlier i.e. past sensorimotor events within
the present movement, ‘efference copy’ may account for the anticipation of future
motorsensory events within the present movement. Since both, sensory and mo-
tor function, are inseparably intertwined, one can no longer speak of single and
separated sensory and motor stimuli. Instead, the difference between sensory and
motor stimuli is accounted for, which results in the orientation of neural activity on
events (see also 2.3.1 as well as 3.1.2 for the difference between stimuli and events).
These events may either be sensorimotor or motorsensory in nature. In the case
of sensorimotor events, the sensory function predominates in the present while at
the same time, past and future motor implications are integrated. In the case of
motorsensory events, the motor function predominates in the present while past
and future sensory implications are integrated. These ‘feedforward and feedback’
loops ‘relate, compare, integrate, and reconcile simultaneous (and sequential) re-
sponses in different modalities’ so that ‘a temporal window of unity wide enough
to allow for feedback for motor functions’ (Hurely 1998:204) is created. Sensori-
motor integration therefore leads to temporal homogenisation that includes past
(sensorimotor) and anticipates future (motorsensory) events i.e. there is ‘temporal
homogeneity’ (see also Quintana & Fuster 1999 for empirical support). Accord-
ingly, the temporal succession of sensory and motor stimuli is processed in rela-
tion rather than isolated and independent from each other. Instead of the ‘absolute
time points’ of sensory and motor stimuli, the ‘relative temporal distance’ between
sensory and motor stimuli is processed and coded. As introduced by Locke (1690,
Book II, Chapter XIV, 7-8, 10-11), the distinction between ‘absolute time point’
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and ‘relative temporal distance’ parallels with the distinction between ‘succession’
and ‘duration’. ‘Succession describes the temporal sequence of parts while ‘dura-
tion’ can be accounted for by the ‘distance between parts of succession’ so that the
parts remain ‘inseparable’.

Phenomenally, ‘temporal homogeneity’ may be reflected in ‘phenomenal time’
as characterized by ‘presence, ‘protention) and ‘retention’ (Metzinger 1995:31;
Gadenne 199617-19; Lloyd 2002; this characterization of time as ‘phenomenal
time’ can be traced back to Husserl). Due to sensorimotor integration, sensory and
motor stimuli can no longer be distinguished from each other. As a result, their
different points of temporal occurrence can no longer be distinguished from each
other either. Past, present, and future sensory and motor stimuli are subsequently
integrated into each other within events that account for ‘unity in time. When we
experience these events, the ‘unity in time’ is reflected as temporally homogenous
i.e. ‘temporal homogeneity. Although different aspects of the event may reflect dif-
ferent temporal coordinates, we nevertheless experience only one temporally ho-
mogenous event. The event is experienced as ‘present’ without any distinction be-
tween earlier and later i.e. between past and future aspects. While the integration of
earlier i.e. past aspects within the ‘present’ event can be called ‘retention’ the antici-
pation of future aspects within the ‘present’ event may be described as ‘protention’
Experiencing events as ‘present’ thus reflects ‘temporal homogeneity, which may
be regarded as the phenomenal correlate of the ‘unity in time’. This ‘unity in time’
is experienced as eternity. Although we know that our own body is not eternal, we
nevertheless experience ourselves in our mental states as eternal and independent
from time. This is nicely reflected in the following quote from Spinoza (1985, Part
V, prop. 23, school): ‘It is impossible, nevertheless, that we should recollect that
we existed before the body, because there are no traces of any such existence in
the body, and also because eternity cannot be defined by time, or have any rela-
tionship to it. Nevertheless we feel and know by experience that we are eternal. ...
Although, therefore, we do not recollect that we existed before the body, we feel
that our mind, in so far as it involves the essence of the body under the form of
eternity, is eternal, and that this existence of the mind cannot be limited by time
nor manifested through duration’.

In contrast to the experience of the own body, we observe sensorimotor func-
tions in other bodies as separate and thus as temporally heterogenous. While we
remain unable to clearly distinguish between sensory and motor function when
experiencing our own body, we are well able to do so when it comes to other peo-
ples’ bodies. The temporally different sensory and motor stimuli are no longer in-
tegrated within the experience of one temporally homogenous event. Instead, we
observe that distinct i.e. sensory and motor stimuli, reflect different ‘momentary
time slices’ (Hurely 1998:30-32). Due to this ‘diversity in time), we remain able
to distinguish between different points of temporal occurrence i.e. between past,
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present, and future. The observation of others’ bodies is subsequently characterized
by ‘temporal atomism), ‘temporal heterogeneity, (Hurely 1998:30-32) and ‘physi-
cal time’ (Sandkuehler 1999:1343-1345, 1804). While we experience ourselves as
‘infinite and eternal’, we experience other individuals as ‘non-eternal and finite’
However, in contrast to the experience of the ‘infinity of time’ as the ‘idea of the in-
finity of time’, as Locke puts it (1690, Book II, Chapter XVII, 3-9), we have ‘no idea
of infinite time’. In order to have an ‘idea of infinite time’ i.e. a positive conception
of it, we have to ‘have a view of all those repeated ideas of time which an endless
repetition can never totally represent to it. To put it into our terms: We need to
observe the time as ‘infinite and eternal’ and thus ‘phenomenal time’ rather than
experiencing it to have a positive conception of it. Nevertheless, the observation of
‘phenomenal time’ remains impossible since we can only observe ‘physical time’
but not ‘phenomenal time’.

Locke’s distinction between the ‘idea of the infinity of time” and the ‘idea of
infinite time’ can be supported by the distinction between ‘sensorimotor integra-
tion/’phenomenal time’ and ‘sensorimotor segregation’/’physical time’. The possi-
bility of experiencing ‘homogenous time’ and ‘unity in time’ must thus be regarded
as an ‘intrinsic’ characteristic of the functional organisation of the brain. This re-
flects its orientation on ‘sensorimotor integration’ rather than ‘sensorimotor seg-
regation’. Accordingly, homogenous time’ and ‘unity in time’ must be regarded
as characteristics of the brain itself. ‘Phenomenal time’ with ‘homogenous time’
and ‘unity in time’ can therefore neither be inferred a posteriori i.e. from ‘phys-
ical time’ nor a priori i.e. from ‘transcendental time’. Locke infers the possibility
of ‘phenomenal time), as characterized by the ‘idea of the infinity of time) from
‘physical time’ as ‘finite time’ (1690, Book II, Chapter XVII, 3-9) — ‘phenomenal
time’ is thus a posteriori. He assumes that the ‘idea of the infinity of time’ is an
‘endless growing idea’ and that it is thus solely a matter of quantitative extension of
‘finite time’. Considering the functional organisation of the brain, which is oriented
on ‘sensorimotor integration’ rather than ‘sensorimotor segregation’, this must be
regarded as false. Instead of being primarily built upon ‘finite time’ and ‘physical
time) the ‘idea of infinite time’ and thus ‘phenomenal time’ is rather built upon
an ‘intrinsic’ characteristic of the organisation of the brain and a temporal experi-
ence itself. Kant, in contrast, assumes that the ‘transcendental ideality’ of time is a
necessary condition for the possibility of homogenous time i.e. ‘phenomenal time’
(Kant 1998) on which all temporal experience depends — ‘phenomenal time’ is thus
a priori. Within the present context, the term ‘transcendental time’ may be re-
interpreted. “Transcendental time’ may no longer refer to some kind of time within
which body and other things can be located as it is expressed in Merleau-Ponty’s
(1958:284) comparison between container and content. Instead, the term ‘tran-
scendental” may rather be ‘naturalized’ (see 3.3.3 for definition of the term ‘natu-
ralism’) and accounted for by the ‘intrinsic’ relationship between brain, body, and
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environment. As demonstrated above, this ‘intrinsic’” relationship between brain,
body, and environment i.e. ‘embedment’ provides the ‘unity in time’ (see above).
‘Form’ of time i.e. the ‘container’ and the ‘content’ in time no longer need to be sep-
arated. Kant was subsequently right when assuming that ‘unity in time’ is possible
and necessary. However, he was wrong by assuming that the ‘unity in time’ cannot
be provided by the body itself which leads to the assumption of ‘transcendental
time’ with the consecutive separation between ‘form’ and ‘content’ of time. More-
over, the term ‘a priori’ must be re-interpreted in a novel way within the context of
time. It can no longer be defined as ‘prior to and independent from all experience’
(Kant 1998). Since ‘phenomenal time’ provides the necessary condition for the pos-
sibility of ‘physical time’, ‘a priori’ may be defined as ‘prior to physical conception
of time’. In summary, Kant’s conception of time may be re-interpreted within the
framework of ‘embedment’ with a consecutive inclusion of ‘embedment’ and ‘phe-
nomenal experience’ in the definition of the terms ‘transcendental” and ‘a prior?’
respectively.

The relationship between ‘phenomenal time’ and ‘physical time’

Imagine first a case without an integration between sensory and motor function.
Functionally, ‘afferences’ ‘exafferences’ ‘and efference copies‘ in the above
mentioned sense would no longer exist because sensorimotor integration would
be superfluous. Furthermore, prefronto-parietal circuits would no longer be nec-
essary so that sensory and motor areas would function more or less independently
from each other. “Temporal markers’ for both sensory and motor function would
be independent from each other. The different temporal coordinates of sensory
and motor function would not be integrated within each other, which results in
the absence of ‘unity in time’ and in the presence of ‘temporal heterogeneity’. Nei-
ther past sensory-motor aspects nor future motor-sensory aspects could be inte-
grated within the present event. Phenomenally, experience of ‘phenomenal time’
with respect to the own body would no longer exist but rather experience of ‘phys-
ical time’. Accordingly, neither ‘presence’ nor ‘retention’ and ‘protention’ would be
possible. Consequently, we would experience our own body temporally in the same
way as we observe other bodies i.e. in terms of ‘momentary time slices’; this en-
sues ‘temporal atomism’ and ‘physical time’. Both the own and other bodies would
thus be indistinguishable from each other in temporal regards. The thought exper-
iment demonstrates the following: (i) the possibility of temporal integration i.e.
‘temporal homogeneity’ is necessarily dependent on sensorimotor integration by
means of feedforward and feedback loops; (ii) the possibility of ‘phenomenal time’
is necessarily dependent on the possibility of ‘temporal homogeneity’; (iii) the pos-
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sibility of a temporal distinction between the own and other bodies is necessarily
dependent on the distinction between ‘phenomenal time’ and ‘physical time’.

Secondly, imagine a case that includes the observation of other bodies in terms
of ‘sensorimotor integration’.

Functionally, sensory and motor function would be subserved by exactly the
same neuroanatomical areas so that both could no longer be distinguished from
each other. Phenomenally, the experience of ‘phenomenal time’ would be extended
to other bodies as well. Similar to the own body, there would be a ‘presence’
with ‘protention’ and ‘retention’ with respect to the other body. Accordingly, there
would only be ‘phenomenal time’ but no ‘physical time’ which makes the temporal
distinction between the own and other bodies impossible. The thought experiment
demonstrates the following: (i) the possibility to restrict ‘temporal homogeneity’
to the own body is necessarily dependent on the distinction between sensory and
motor function; (ii) the possibility to distinguish between ‘phenomenal time” and
‘physical time’ is necessarily dependent on the restriction of ‘temporal homogene-
ity’ to the own body; (iii) the possibility of distinguishing between the own and
other bodies is necessarily dependent on the distinction between ‘phenomenal
time’ and ‘physical time’.

Thirdly imagine a case with a reversed design in regards to the own and other
bodies.

Functionally, sensory and motor observations of other bodies would be inte-
grated within each other while the sensorimotor functions of the own body would
remain separate. Phenomenally, ‘phenomenal time’ would be experienced with re-
spect to the other body while we would observe our own body in the same way
(in temporal regard) as we usually observe other bodies. ‘Phenomenal time’ with
‘presence’ and ‘unity in time’ would thus be related to the other body while the own
body would be characterized by ‘momentary time slices’, ‘temporal atomism), and
‘physical time’. Accordingly, there would be dissociation between the ‘phenome-
nal body’ and the ‘physical body’ in temporal regards. The thought experiment
demonstrates the following: (i) ‘temporal homogeneity’ is not necessarily related
to sensori-motor integration of the own body; (ii) the experience of ‘phenom-
enal time’ is not necessarily related to the own body’s ‘temporal homogeneity’s;
(iii) the possibility to dissociate between ‘phenomenal body’ and ‘physical body’ in
temporal regards.

In summary, the following conclusions can be drawn: (i) relationship between
the processing of temporal coordinates and the kind of sensorimotor organisation;
(ii) dependence of ‘temporal homogeneity’ on ‘sensorimotor integration; (iii) de-
pendence of ‘phenomenal time’ on ‘temporal homogeneity’; (iv) dependence of
the distinction between ‘phenomenal time’ and ‘physical time’ on different forms
of sensorimotor organisation; (v) dependence of the possibility to distinguish be-
tween the own and other bodies on a distinction between ‘phenomenal time’ and
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‘physical time’; (vi) no necessary relationship between ‘phenomenal time’ and the
own body; (vii) possibility to dissociate between ‘phenomenal body’ and ‘physical
body’ in temporal regards.

Neuroepistemological hypothesis
HyporHesis: There is a relationship between the experience of ‘phenomenal time’
and sensorimotor integration.

NEUROSCIENTIFIC IMPLICATIONS: (i) relation between sensorimotor integration
and coordination of neural activity in prefronto-parietal circuits; (ii) dependence
of sensorimotor integration on ‘feedforward and feedback loops’ including ‘af-
ferences) ‘exafferences), and ‘efference copies'; (iii) crucial role of the dorsolateral
prefrontal cortex in temporal integration between sensory and motor function.

EPISTEMOLOGICAL IMPLICATIONS: (i) dependence of the possibility of ‘phenomenal
time’ on sensorimotor integration; (ii) differential characterization of ‘phenomenal
time” and ‘physical time’ with regard to the integration between different i.e. past,
present, and future time points that reflect the different temporal relationships be-
tween body and environment; (iii) dependence of the possibility of a distinction
between the own and other bodies on the distinction between ‘phenomenal time’
and ‘physical time’.

2.2.2  ‘Intra-subjective embedment’: ‘Phenomenal judgment’

Functional brain organisation: ‘Action judgments’ and ‘agency judgments’

The integration between sensory and motor functions (see 2.2.1) does neither im-
ply detection of action as such nor attribution to a particular person. According
to Jeannerod (1997, 2001, 2003), both detection and attribution of action are sub-
served by three distinct stages. The first stage consists of an automatic level that
only involves nonconscious processing of those features of movements that are rel-
evant to action. Automatic, non-conscious, and implicit processing is subserved by
a ‘fast system’ (or ‘How-system’), which is more or less independent from conscious
processing (see below) (Jeannerod 2001; Prinz 2000). This ‘fast system’ is based on
the mutual interdependence and integration between sensory and motor functions
(see 2.2.1). It therefore provides fast and appropriate motor responses in a particu-
lar sensory i.e. environmental context. The movement itself cannot be consciously
perceived and we are therefore unable to identify it as such. Jeannerod speaks of
a so-called ‘pragmatic representation’ of the movement in the ‘fast system’ The
visuomotor transformation, as characterized by sensorimotor integration, can be
considered as an example for the ‘“fast system’. Visuomotor transformation involves
parietal areas that surround the intraparietal sulcus as well as the premotor corti-
cal areas e.g. the supplementary motor area (Jeannerod 1997, 2001, 2003). Neuro-
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chemically, the ‘fast system’ seems to be modulated by dopaminergic transmission.
Patients with Parkinson’s disease, suffering from nigrostriatal dopaminergic defi-
ciency, show deficits in the ‘fast system’ whereas their ‘slow system” seems to be
preserved.

The second stage consists of a conscious explicit representation of the move-
ment. This second stage is only necessary in the following cases: (i) failure of au-
tomatic processing as, for example, during the learning acquisition of novel move-
ments; (ii) necessity of mental simulation of movements and action as, for exam-
ple, during mental imagery (see also 2.4.1). Since in both cases, automatic process-
ing remains absent, it has to be substituted for by a cognitive function. However,
in contrast to automatic and non-conscious processing, involving a cognitive func-
tion requires time, which results in slow, conscious, and non-automatic processing
i.e. a ‘slow system’ (or ‘What-system‘). Within conscious awareness, the meaning
of action is revealed and one could speak of ‘semantic representation” (Jeannerod
1999; Georgieff & Jeannerod 1998). ‘Goal-orientation) as represented in ‘pragmatic
representation’ within the ‘fast system’ (see above), is integrated within the ‘seman-
tic representation’” of the ‘slow system’. It therefore becomes available to conscious
awareness. ‘Semantic representation’ in the ‘slow system’ may subsequently reflect a
‘recursive structure in the sense that goals which account for automatic execution
of individual movements are embedded into a broader goal which accounts for
unfolding of the whole action’ (Jeannerod 2001). Empirically, the assumption of a
‘slow system’ is supported by the classical experiments of Libet et al. (1982, 1983,
1985, 1993). He observed conscious awareness of movements and the urge to move
after a temporal delay of only 300-500ms (see also Jeannerod 1997; Castiello et al.
1991). Although the experiments by Libet are constrained by several methodolog-
ical shortcomings (see Prinz 2000; Keller & Heckhausen 1990; Walter 1998:299—
308), several independent studies yielded more or less similar results. The assump-
tion of a ‘slow system’ that accounts for conscious awareness, may thus build upon
empirical evidence (see Jeannerod 1997; Prinz 2000). Similar to the ‘fast system’
i.e. the primary motor cortex, the premotor cortex as well as the supplementary
motor area, and the parietal areas are involved in the ‘slow system’ and thus in the
generation of conscious representation of movements. In addition to these ‘core
areas, other areas are also involved in the ‘slow system’ Conscious representation
presupposes the process of ‘explicit internal monitoring’ for which the dorsolateral
prefrontal cortex (i.e. DLPFC) is of crucial importance (Fink et al. 1999; Grafton et
al. 1995). For example, patients with lesions in DLPFC are unable to switch from
the automatic and non-conscious level of processing to the non-automatic and
conscious level of processing. Behaviorally, the inability to switch is reflected in the
continuation of making errors and perseverative-repetitive movements (Jeannerod
2001, 2003). In addition to the DLPFC, the ventrolateral prefrontal cortex may be
crucially involved in ‘explicit internal monitoring’ It may provide storage and re-
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trieval of actual information (see Petrides 1995). Accordingly, patients with lesions
in this region show severe deficits in the ‘slow system’. They lack conscious aware-
ness of their actions, which results in anosognosia of posturing and in the inability
to inhibit inappropriate behaviour i.e. movements (Northoff 2003b; Shore 1996;
Solms 1998a, b). Furthermore, the attention to movements is required for ‘internal
monitoring’ and thus for conscious representation. Attention to movements in-
volves the anterior cingulate, the anterior supplementary motor area, and the right
and left posterior parietal cortex (see Jueptner et al. 1997; Gitelmann et al. 1996;
Fink et al. 1999). Neurochemically, the ‘slow system’ seems to be somehow related
to gaba-ergic neurotransmission. Patients with motor diseases, that are character-
ized by primary defects in gaba-ergic i.e. inhibitory neurotransmission e.g. Hunt-
ington’s disease and catatonia, show a lack in their conscious awareness of their
motor deficits (Snowdon et al. 1998; Northoff et al. 1998, 2000b, 2002). Especially
catatonia can be considered as a paradigmatic example for an isolated deficit in
the ‘slow system’. While catatonic patients show severe deficits in their conscious
awareness of movements and thus in the ‘slow system’ (see 2.1.3), their ‘fast system,
as demonstrated in ball experiments (Northoff et al. 1995b), seems to remain intact
(Northoff 2003b). Moreover, these patients respond well to gaba-ergic substances
like lorazepam so that one may assume a deficit in gaba-ergic transmission.

The third stage consists in the conscious attribution of an action to its proper
agent. The ‘action judgement;, as generated in the second stage in the ‘slow system’
is supplemented by an ‘agency judgment’ as a ‘Who-system’ that attributes the ac-
tion to one particular person (Georgieff & Jeannerod 1998; Jeannerod 1999, 2001).
Daprati et al. (1997) designed a study where subjects had to discriminate their
own hand from an alien hand on a screen, thus requiring ‘agency judgments’. Since
healthy subjects were well able to distinguish between their own and other hands,
it is concluded that ‘agency judgments’ are based upon internal and self-generated
action-related signals (Daprati et al. 1997; Jeannerod 2001). The prefrontal cortex
and especially the right posterior inferior parietal cortex seem to be involved in the
generation of ‘agency judgment’. Interestingly, schizophrenic patients with halluci-
nations and delusions fail to make correct ‘agency judgments‘: they misattributed
the alien hand to themselves (Daprati et al. 1997) i.e. they tended to over-attribute
actions that were produced by others, to themselves. Consequently, the effects of
the actions of others are apparently (mis)interpreted through the intentions of the
own self. The reverse pattern of misattribution occurs when subjects misattribute
their own intentions or actions to external agents. Psychopathologically, this can
be described by delusions of alien control or the passivity phenomena as character-
ized by external thought insertion and other i.e. so-called Schneider’s First-Rank
symptoms. Spence et al. (1997) performed a PET study on schizophrenic patients
with delusions of alien control i.e. patients who felt their movements controlled
by external agents. While performing a motor task, patients reported vivid expe-
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riences of alien control and showed concurrent hyperactivation in both premotor
and right inferior parietal cortex. Since the frontal cortex suppresses and inhibits
activities in association cortices such as the parietal cortex (see Jahanshahi & Frith
1998), hyperactivity in the right inferior parietal cortex may result from lack of pre-
frontal cortical inhibition. Misattributing the own movements to external agents
may thus be due to a deficit in cortico-cortical inhibition with subsequent parietal
cortical overexcitation. It may be assumed that externally generated (sensory) sig-
nals can no longer be suppressed sufficiently which may result in an inability to
correctly distinguish between internally- and externally generated signals (see also
Blakemore et al. 1998, 2000; Luu et al. 2000). Consequently, particularly the right
posterior inferior parietal cortex, by maintaining a kinaesthetic model of the own
ongoing movements, seems to be involved in the generation of ‘agency judgments’
(Sirigu et al. 1999; Binkowski et al. 1999).

Neuroepistemological implications: ‘Agency/action judgments’
and ‘phenomenal judgments’

‘Phenomenal judgments’

Functionally, execution (‘automatic response system’) as well as judgment of ac-
tion (‘action judgment system’) can be distinguished from each other in terms of
temporal processing. While execution of action can be characterized by a ‘fast sys-
tem, judgment of action is rather associated with a ‘slow system’ In contrast to
the principal temporal differences, there are apparently no major spatial differ-
ences between execution and judgment of action. Both are subserved by so-called
‘core areas), which are complemented by further areas in the ‘action judgment sys-
tem’ (see 2.2.2). If (more or less) the same areas are involved, the question for
their functional differentiation with respect to execution and judgment of action
arises. Considering the principal temporal differences, one may be inclined to as-
sume different kinds of temporal processing upon the same areas; this in turn,
indicates different functional processes i.e. execution and judgment of action re-
spectively. The transition from fast to slow processing in these ‘core areas’ may
lead to the transformation from ‘pragmatic representations’ into ‘semantic repre-
sentations’ (see 2.2.2). An executed action that reflects ‘pragmatic representation’
can therefore be re-processed slowly by means of which it is transformed into a
judgment with ‘semantic representation’. In particular, the ‘goal-orientation” of the
executed action may be reprocessed while the execution itself remains neglected in
slow reprocessing. The ‘goal-orientation’ itself becomes subsequently available for
judgments without accompanying execution. Functional differentiation between
execution and judgment of actions relies predominantly on different kinds of tem-
poral processing that are either fast or slow. While fast processing in the ‘core areas’
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may indicate the execution of the ‘goal-orientation’ of a particular action, slow
re-processing of the ‘goal-orientation’ in the same areas may rather code for judg-
ment of the executed action. While neural differentiation between execution and
judgment seems to be based on temporal distinction, judgment and attribution
may rather be distinguished from each other by means of neural inhibition and
excitation. However, since the exact neural mechanisms, that are essential for the
differentiation between ‘agency judgment’ and ‘action judgment, remain unclear
one cannot exclude the possibility of a combination of both mechanisms.

Phenomenally, the difference between execution and judgment of action may
be reflected in the difference between lack of awareness of the executed movement
itself and conscious awareness of the intention to move (see also Jeannerod 1997).
We can only make ‘phenomenal judgments’ about our intention of movements but
not about their execution. Execution of action is subserved by ‘pragmatic repre-
sentation” within a ‘fast system’, which as such is not accessible to conscious aware-
ness. ‘Goal-orientation” of the executed is re-processed within the ‘slow system’
(see above), which results in ‘semantic representation’ and accessibility to con-
scious awareness. In contrast to ‘goal-orientation, the executed movement itself
is apparently not re-processed within the ‘slow system’ It is therefore not accessi-
ble to conscious awareness. This functional dissociation between ‘goal-orientation’
and executed movement may be reflected in the phenomenal difference between
lack of awareness of executed movements and conscious awareness of the ‘goal-
orientation’ of the executed movement. We can subsequently only make judgments
about ‘goal-orientation’ but not about execution. Since ‘goal-orientation’ is acces-
sible in our experience i.e. to conscious awareness, one may call these judgments
‘phenomenal judgments’ (see 2.4.2 and 3.2.2 as well as Chalmers 1996). Due to
dissociation between ‘goal-orientation’ and executed movement, ‘temporal homo-
geneity  in the experience of actions is disarranged in ‘phenomenal judgment.
‘Goal-orientation’ is experienced as an event whose temporal window is no longer
wide enough to include past and future executed movements. The intention to
move is vividly ‘present’ while the executed movement is no longer ‘present’ in
the judgment. Apparently, there must be some ‘unity in time’ since otherwise the
intentions could not be ‘present’. There is however no longer ‘temporal homogene-
ity’ because past and future executed movements are not available in judgment —
‘retention’” and ‘protention’ remain impossible (see 2.2.1). Accordingly, ‘phenom-
enal judgment’ may be characterized by the co-occurrence of ‘unity in time’ and
‘temporal heterogeneity’.

In contrast to the intentions of our own movements, the intentions of other
peoples’ movements are not directly available in ‘phenomenal judgment’ (see also
2.4.2). Phenomenally, we can become consciously aware of the intentions of our
own movements but have no direct access to others’ intentions (there are, how-
ever, indirect methods, see 2.2.3). The intentions of others’ movements are not
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‘present’ so that there is no longer ‘unity in time. While ‘phenomenal judgment’
can be characterized by ‘unity in time’ and ‘temporal heterogeneity’ (see above),
observation and judgment of others’ actions i.e. ‘physical judgment’ can rather be
described by ‘diversity in time” and ‘temporal heterogeneity’ (see 2.2.3 and 2.4.3 for
further details).

‘Phenomenal judgments’ and ‘physical judgments’
Imagine first the case of neuroanatomical and functional separation between ‘fast
and slow system.

Functionally, the ‘slow system’ could no longer be considered as a ‘recursive
structure’ that provides a broader context for the ‘fast system’. Instead, ‘fast and
slow system’ would be entirely separated from each other in both regards i.e. neu-
roanatomically and functionally. Any type of linkage between processing and re-
processing and thus between original and simulated ‘goal-orientation’ would no
longer exist. If, however, this linkage is disrupted, ‘action judgment’ can no longer
be considered as a judgment about the executed action. Accordingly, ‘action judg-
ment’ as such would remain impossible. Phenomenally, the impossibility of ‘ac-
tion judgments’ may be reflected in the absence of any ‘phenomenal judgment.
Access to the intentions and ‘goal-orientation’ of the own actions would no longer
exist so that they could not be vividly experienced as such. Conscious awareness
of the intention/’goal-orientation’ of our own action would also no longer sub-
sist. Accordingly, there is neither ‘unity in time’ nor ‘presence’ Instead, the in-
tentions of our own movements are experienced and judged in exactly the same
way as the ones from other individuals. The distinction between the own and
others’ intention/’goal-orientation’ remains thus impossible. The thought exper-
iment demonstrates the following: (i) the possibility to judge the intentions/‘goal-
orientations’ of our own actions is necessarily dependent on the neuroanatomi-
cal and functional linkage between ‘fast and slow system; (ii) the possibility of
‘phenomenal judgment’ is necessarily dependent on access to the intentions/‘goal-
orientation’ of our own actions; (iii) the possibility of distinguishing between the
own and others’ intentions is necessarily dependent on ‘phenomenal judgment’.

Secondly, imagine a case without the temporal distinction between ‘fast and
slow system’.

Functionally, automatic and non-conscious processing could no longer be
temporally distinguished from non-automatic and conscious processing. The exe-
cution of actions and ‘action/agency judgments’ would occur at the same time i.e.
they would be temporally simultaneous. ‘Action judgments’ would probably not
only refer to the intention/’goal-orientation” but in addition, to the executed ac-
tion i.e. the movement itself. Accordingly, execution and judgment of actions could
neither be distinguished in temporal regards nor in terms of contents. Phenome-
nally, the difference between ‘phenomenal experience‘ and ‘phenomenal judgment’
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would no longer exist. Due to the availability of executed actions i.e. movement
itself ‘phenomenal judgment” would be characterized by ‘phenomenal time’ (see
2.2.1). “Temporal heterogeneity’ in ‘phenomenal judgments’ would also no longer
subsist but rather ‘temporal homogeneity’, which includes ‘protention’ and ‘reten-
tion’. One would thus be consciously aware not only of the intentions but also of
the executed action/movement. If one is consciously aware of the own executed
action/movement, the distinction between the own and others’ actions may be
blurred. Although the others’ intentions/’goal-orientation’ remain inaccessible, we
can nevertheless observe their executed actions/movements. The possibility of be-
ing consciously aware of our own executed actions/movements may also include
the executed actions/movements from other individuals. This makes the distinc-
tion between the own and others’ actions rather difficult. The thought experiment
demonstrates the following: (i) the possibility of judging actions as distinguished
from executing actions is necessarily dependent on the functional differentiation
between their underlying neural processes; (ii) the possibility to distinguish be-
tween ‘phenomenal experiences’ and ‘phenomenal judgments’ is necessarily de-
pendent on the distinction between the execution and the judgment of an action;
(iii) the possibility distinguish between our own and others’ actions is necessarily
dependent on the distinction between ‘phenomenal experience’ and ‘phenomenal
judgment’.

Thirdly, imagine a case of reverse temporal characterization of the neural
systems that are essential for execution and judgment of actions.

Functionally, while the ‘automatic response system’, which subserves the execu-
tion of actions, would be characterized by slow processing, it would be fast process-
ing that depicts the ‘action judgment system’ While ‘action judgments’ would still
be possible the execution of actions would almost certainly no longer be automatic.
Due to temporal reversal, the ‘action judgment’ would precede the execution of ac-
tions so that we would be consciously aware of its exact intention/’goal-orientation’
even before the actual execution. Phenomenally, ‘phenomenal judgment” would
predominate. Due to the predominance of ‘phenomenal judgment’, ‘phenomenal
experience’ in the original sense, as an experience without any kind of cognitive
mediation i.e. judgment, would probably become impossible. We would be con-
sciously aware of every intention/’goal-orientation’ of each one of our actions and
movements before we could even start to execute them. Execution of our own ac-
tions could subsequently be dramatically slowed which would make it impossible
to react appropriately within the respective environmental context. We may there-
fore no longer be able to link our own actions with the actions of others since we
could not react fast, appropriately, and phenomenally unconscious. The thought
experiment demonstrates the following: (i) the possibility of progressing from the
execution to the judgment of actions is necessarily dependent on the temporal
transition from fast to slow neural processing; (ii) the possibility of predominance
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of ‘phenomenal experiences) as compared to ‘phenomenal judgment, is necessarily
dependent on the progression from the execution to the judgment of actions; (iii)
the linkage between our own and others’ actions is necessarily dependent on the
predominance of ‘phenomenal experience’.

In summary, the following conclusions can be drawn: (i) the linkage between
execution and judgment of action is a necessary condition for the availability
of intention/’goal-orientation’ in ‘phenomenal judgment’; (ii) the distinction be-
tween intention/’goal-orientation’ and executed action/movement is a necessary
condition for the distinction between ‘phenomenal experience’ and ‘phenomenal
judgment’; (iii) the temporal distinction between fast and slow system is a neces-
sary condition for the distinction between ‘phenomenal experience’ and ‘phenom-
enal judgment’; (iv) the sequential temporal transition from fast to slow neural
processing is a necessary condition for predominance of ‘phenomenal experience’
as compared to ‘phenomenal judgment’; (v) the distinction between ‘phenomenal
experience’ and ‘phenomenal judgment’ is a necessary condition for the possibility
to distinguish between our own and others’ actions.

Neuroepistemological hypothesis
HyproTtHEsis: There is a relationship between ‘phenomenal judgments’ and slow
neuronal re-processing of ‘goal-orientation’

NEUROSCIENTIFIC IMPLICATIONS: (i) the relationship between the processing of
‘goal-orientation’ and fast prefronto-parietal cortical integration; (ii) the relation-
ship between re-processing of ‘goal-orientation’ and slow prefronto-parietal cor-
tical integration; (iii) the relationship between prefronto-parietal cortical inhibi-
tion/excitation and discrimination of internally and externally generated signals.

EPISTEMOLOGICAL IMPLICATIONS: (i) ‘phenomenal judgment’ is characterized by
the judgment about intention/‘goal-orientation’ while the executed movement it-
self remains inaccessible; (ii) differential temporal characterization of ‘phenome-
nal judgment’ and ‘physical judgment’ with regard to ‘unity in time’; (iii) depen-
dence of the possibility to distinguish between our own and other bodies on the
distinction between ‘phenomenal and physical judgment’.

2.2.3 ‘Inter-subjective embedment’: ‘Physical judgment’

Functional brain organisation: Observation of action

The observation of the movements and actions of other individuals implies two
distinct functions: a visual function, which is necessary to observe and a visual-
motor function, which is necessary to recognize a visual action pattern. In hu-
mans, the observation of other peoples’ actions and movements induces activa-
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tion in the middle and inferior temporal (Brodman areas 21, 19-37) and parahip-
pocampal regions (Rizzolatti et al. 1996; Decety et al. 1997). These regions may
include a neuronal population that subserve the selective neuronal processing of
visual recognition of others’ movements and actions. The visual function, neces-
sary for observation of movements, has been investigated in monkeys. A neuronal
population has been identified in the superior temporal sulcus, which seems to be
specialized for the recognition of body postures and movements (Jeannerod 1999).
Activation in these neurons is selective for limb, body, or hand movements when
they are produced by another monkey. These neurons however remain silent if
these movements are the consequence of the animal’s own action. When investi-
gating the visuo-motor function in monkeys, Rizzolatti et al. (1996, 2001) identi-
fied a specific group of neurons in the premotor cortex, the so-called F5 region.
These neurons were activated during the observation of meaningful hand move-
ments as generated by other individuals. Since this particular subset of neurons in
F5 is only activated during the observation of actions they are also called "mirror
neurons’ (see Rizzolatti et al. 1996; Jeannerod 1999). On the contrary, other neu-
rons in the same region were only activated during the execution of own move-
ments. Accordingly, there apparently is congruence between the observed and the
executed actions within the same region i.e. F5 although both are subserved by dis-
tinct groups of neurons respectively: ‘When the monkey observes a motor action
that belongs (or resembles) its movement repertoire, this action is automatically
retrieved. The retrieved action is not necessarily executed. It is only represented in
the motor system. We speculated that this observation/execution mechanism plays
a role in understanding the meaning of motor events’ (Rizzolatti et al. 1996:132).
The existence of such an ‘observation/execution matching system’ attributed to F5
in the premotor cortex is also supported by imaging studies in humans. The ob-
servation of actions induces activation in the inferior frontal gyrus (i.e. area 45
according to Brodman), which is supposed to be the human analogue of F5 in
monkeys (Rizzolatti et al. 1996; Grafton et al. 1996; Decety et al. 1997). During the
observation of movements, the motor cortex can be distinguished by an increased
excitability that shows an increase in motor evoked potentials (Fadiga et al. 1995)
as well as suppression of 15- to 25-Hz activity (Hari et al. 1998). Subsequently, the
motor cortex seems to be activated during the observation of movements as well.
Nevertheless, this activation in the motor cortex shows a lower degree of intensity,
different spatial extensions and an earlier/delayed temporal onset.

The involvement of the inferior frontal gyrus (i.e. area 45) raises the question
about the relationship between language and observation of meaningful actions.
This region represents a sector of the Broca’s area (including area 44 and 45) that
is closely associated with language (see 3.2.3 as well as Jeannerod 1999). If a sub-
sector of the Broca’s area becomes activated during the observation of movements,
one may assume a close relation between ‘mirror functions’ and ‘speech functions
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(Rizzolatti et al. 1996). Accordingly, Rizzolatti et al. (1996) speculates that speech
functions reflect a functional specialization of the human Broca’s area: ‘It may de-
rive from an ancient mechanism related to production and understanding of motor
acts. From this mechanism evolved, possibly in relation with the development of
a more complex social life, first the capacity to make and interpret facial commu-
nicative gestures and, then, the capacity to emit and understand ’verbal gestures’
It is likely that the sophisticated capacity of movement analysis shown by ‘mirror
cells’ is at the basis of the evolutionary prevalence of the lateral motor system on
the medial one, related to emotion, in becoming the main communication channel
in higher primates and man’ (Rizzolatti et al. 1996) (see also 3.2.3).

In addition to the temporal and inferior prefrontal cortical areas, activation
in the parietal cortical areas (area 7, 39, 40) has also been considered during the
observation of movements and actions (Rizzolatti et al. 1996; Grafton et al. 1996;
Decety et al. 1997; Castelli et al. 2000). This agrees with the assumption that neu-
rons in F5 are part of a cortico-cortical i.e. fronto-parietal circuit that subserves
sensory-motor integration (see 2.2.1 and Rizzolatti et al. 1998, 2001). Due to the
close sensory-motor connections, one would expect neurons in F5 to show both
sensory and motor properties; this is indeed the case. Neurons in F5 are activated
during the presentation of 3D objects but only when no other overt movements are
present; this reflects their sensory properties. Moreover, they are activated during
the execution or observation of meaningful i.e. goal-oriented movements; this in-
dicates their motor properties. It remains important to note that only meaningful
i.e. goal-oriented movements induce activation of neurons in F5 (Rizzolatti et al.
1996) or area 45 in the inferior prefrontal cortex in humans (Decety et al. 1997).
No activation can be observed in these areas during meaningless movements (see
Grafton et al. 1995; Decety et al. 1997).

Neuroepistemological implications: Observation of action and
‘physical judgments’

‘Physical judgments’

Functionally, we have no direct access to others’ ‘goal-orientation’. However, the
relationship between the observed movements of other individuals and the po-
tentially corresponding ‘goal-orientation’ from our own actions may provide in-
direct access to the intention/’goal-orientation” of others’ actions (see also 2.4.3).
This linkage between the movements of others and our own ‘goal-orientations’
seems to be subserved by the ‘observation/execution matching system’ The ob-
served movements are ‘matched’ with the ‘goal-orientation’ of our own action. The
‘goal-orientation’ of our own action is re-processed and as such available for ‘phe-
nomenal judgment’. This, however, is not the case when observing others’ actions.
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We can only observe their executed movements but have no direct access to their
‘goal-orientations’. These may be inferred indirectly from the observed executed
movements. Indirect inference may be provided by the selection of potentially cor-
responding ‘goal-orientations’ from our own actions that could ‘match’ with the
observed executed movement.

Phenomenally, others’ actions are no longer accessible to conscious awareness,
which makes ‘phenomenal judgment’ impossible: meaning that we can only make
‘physical judgments’ about other peoples’ actions. ‘Phenomenal judgment’ only
concerns the own phenomenal states thus referring to ‘intra-subjective states’ ex-
clusively. ‘Physical judgment,, in contrast, concerns the observation of others’ ac-
tions thus referring to ‘inter-subjective states’ Accordingly, the observation of ac-
tion and ‘physical judgment’ may provide the foundation for ‘inter-subjective com-
munication’ as associated with thought and language (see 3.2.3 for more informa-
tion): ‘We hold that human language ... evolved from a basic mechanisms that was
not originally related to communication: the capacity to recognize actions’ (Rizzo-
latti & Arbib 1998:193). ‘Goal-orientation’ from other peoples’ actions is not avail-
able to us because we can only observe their executed movements. Subsequently, we
have no conscious awareness of someone else’s ‘goal-orientation’ which makes any
‘phenomenal judgment’” impossible. Instead of judging ‘goal-orientation’ as events
in our own actions, we can only observe single and separated stimuli in the ac-
tions of others, which reflect their executed movements. Since events are replaced
by stimuli, one may speak of ‘physical judgment’ in the case of the observation
of others’ actions rather than ‘phenomenal judgment’. Instead of having access to
‘bio-mechanical markers) like we do in our own action, we can only observe ‘me-
chanical markers’ in others’ actions. The experience of events with respect to our
own actions is thus replaced by the observation of stimuli in others’ actions. Since
stimuli reflect physical properties, the judgment about these stimuli may be called
‘physical judgment’.

Due to the lack of access to others’ ‘goal-orientation, there is no longer any
‘unity in time’ and ‘temporal homogeneity’ when observing the actions of others.
The executed movements are observed at different points of time i.e. as ‘momen-
tary time slices), which results in ‘temporal atomism’ and ‘physical time’. On the
contrary, any kind of temporal integration either functional or phenomenal re-
mains absent. Functionally, this is reflected by the absence of integration between
past and future stimuli within a present event so that ‘unity in time’ is replaced by
‘diversity in time’. Phenomenally, this is reflected by our inability to either ‘retro-
dict’ or ‘predict’ others’ actions i.e. there is neither ‘presence’ nor ‘protention’ and
‘retention’, which results in ‘temporal heterogeneity’. The distinction between ‘phe-
nomenal time’ and ‘physical time’ is furthermore reflected in Kant’s distinction be-
tween ‘transcendental ideality’ and ‘empirical reality ¢ of time. Kant’s distinction
between ‘“transcendental ideality’ and ‘empirical reality’ of time (Kant 1998) must
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however be re-interpreted within the present context. “Transcendental ideality’ of
time no longer concerns the ‘unity of time’ as independently given from any kind
of experience. Instead, ‘transcendental ideality’ of time refers to the ‘intrinsic’ inte-
gration of the own body within the environment by means of which ‘phenomenal
experience’ of ‘unity in time’ is provided. ‘Empirical reality’ of time, on the con-
trary, refers to the conception i.e. judgment of time as ‘physical time’ with ‘diversity
in time’ which necessarily presupposes ‘phenomenal time’ and ‘unity in time’. Kant
was subsequently right when he distinguished between two different forms of time
with one being a necessary condition for the possibility of the other but not vice
versa. However, he was wrong in detaching and separating the ‘unity of time’ from
the own body by identifying it as ‘transcendental’. Due to the neglect of the distinc-
tion between the own and other bodies in terms of time Kant could not relate the
‘unity in time’ to the own body.

The observation of action and ‘physical judgments’

First, imagine a case without the possibility of a relationship between our
own intention/’goal-orientation’ and the observed executed actions/movements
of others.

Functionally, execution and observation of movements would no longer be
subserved by the same underlying system i.e. the motor system. Both systems
would thus show principal differences in their respective underlying spatiotempo-
ral pattern. The observed executed actions/movements could no longer be linked
with the corresponding ‘goal-orientation” of our own action. Subsequently there
would no longer be any kind of matching between execution and observation.
Phenomenally, ‘physical judgment’ would still be possible. However, due to the
lack of ‘matching, ‘physical judgment’ could no longer be related to ‘phenome-
nal judgment. We would have no idea of the intentions and goals of others” ac-
tions, and would remain unable to make any kind of inference. Since we remain
unable to infer the others’ intentions/’goal-orientation, the other person could
no longer be considered a subject but rather as an object analogous to a mere
‘physical fact’ Thus, ‘inter-subjective communication), involving different subjects
with different intentions/’goal-orientation’, would probably remain impossible.
‘Inter-subjective communication” would be replaced by ‘inter-objective commu-
nication. The thought experiment demonstrates the following: (i) matching be-
tween the own intentions/’goal-orientations’ and others’ movements is necessar-
ily dependent on spatiotemporal similarity/overlap between neural systems that
subserve the execution and observation of actions; (ii) the possibility of linking
‘phenomenal and physical judgment’ is necessarily dependent on ‘matching’ the
own intentions/’goal-orientations” and others’ movements; (iii) the possibility of
‘inter-subjective communication), as distinguished from ‘inter-objective communi-
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cation), is necessarily dependent on the linkage between ‘phenomenal and physical
judgment’.

Secondly, imagine a case with no distinction between execution and observa-
tion.

Functionally, execution and observation of actions would be subserved by ex-
actly the same i.e. identical neural system with no differences at all in regard to
intensity, degree, temporal onset, and spatial extent of activation. While the ob-
served executed action/movement could be linked directly with the correct ‘goal-
orientation’ which would make the process of ‘matching’ superfluous, a distinc-
tion between the own and others’ ‘goal-orientation’ would be rather difficult. Our
own ‘goal-orientation’ would be extended to others and vice versa. The border
between our own and others’ ‘goal-orientations’/actions would be almost com-
pletely blurred. This would make the distinction between our own and others’
action superfluous. Phenomenally, ‘physical judgment” would no longer be possi-
ble because ‘physical judgment’ would be replaced by ‘phenomenal judgment’. The
‘phenomenal judgment’ would no longer concern ‘intra-subjective states’ exclu-
sively but would include ‘inter-subjective states’ as well. Accordingly, the distinc-
tion between ‘intra-subjective states’ and ‘inter-subjective states’ would be blurred.
‘Intra-subjective communication’ would thus be identical to ‘inter-subjective com-
munication’ and vice versa. The thought experiment demonstrates the following:
(i) the possibility to distinguish between the own and others’ intentions/’goal-
orientations’ is necessarily dependent on the neural differentiation between exe-
cution and observation of actions; (ii) the possibility to distinguish between ‘phe-
nomenal and physical judgment’ is necessarily dependent on the distinction be-
tween the own and others’ intentions/’goal-orientation’; (iii) the possibility of
‘inter-subjective communication, as distinguished from ‘intra-subjective commu-
nication, is necessarily dependent on the distinction between ‘phenomenal and
physical judgment’.

Thirdly, imagine a case with a reversed design concerning execution and ob-
servation of actions.

Functionally, while executed and observed movements would still be subserved
by the same underlying system i.e. the motor system their differences in degree of
intensity, spatial extent, and temporal onset of activation would be reversed. For
example, the observation of movements would be accompanied by a higher degree
of excitability in the motor cortex than the execution of movements. Furthermore,
instead of the observation of movements, the execution of movements would lead
to activation in the ‘mirror neurons’ and the Broca’s area. Finally, the observation
of movements would be characterized by an earlier temporal onset than the ex-
ecution of movements. Executing our own actions/movements would necessarily
require a linkage with intention/’goal-orientation’ from the observed i.e. others’ ac-
tions/movements. Otherwise, in the case without observation of intentions/’goal-
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orientations, the execution of our own actions/movements would remain im-
possible. Phenomenally, a relation between ‘phenomenal and physical judgment’
would be reversed with respect to contents and states. ‘Phenomenal judgment’
would no longer concern the intention/’goal-orientation” of the own person but
rather the ones from other persons. ‘Phenomenal judgment’ would thus refer to
‘inter-subjective states’. ‘Physical judgment’ would no longer concern the physi-
cal observation of others executed actions/movements but rather the ones from
the own person. ‘Physical judgment’ would thus refer to ‘intra-subjective states’.
Observations of actions and language would still provide ‘communication’ al-
though no longer ‘inter-subjective communication’ but ‘intra-subjective commu-
nication’. Accordingly, we could directly experience and feel the others’ actions but
would have to communicate with others in order to get indirect access to our own
intention/’goal-orientation’. The thought experiment demonstrates the following:
(i) attribution of intentions/’goal-orientation’ to the own or another person is nec-
essarily dependent on the direction of integration between the neural systems un-
derlying execution and observation of actions; (ii) distinction of contents and states
in ‘phenomenal and physical judgment’ is necessarily dependent on the attribution
of intentions/’goal-orientation’ to the own or another person; (iii) the possibility to
distinguish between ‘inter-subjective communication’ and ‘intra-subjective com-
munication’ is necessarily dependent on the distinction of contents and states in
‘phenomenal and physical judgment’.

In summary, the following conclusions can be drawn: (i) the co-occurrence of
linkage and distinction between neural systems, underlying execution and observa-
tion of action, is a necessary condition for the possibility of linkage and distinction
between our own and others intentions/’goal-orientation’; (ii) distinction between
observation and execution of actions is a necessary condition for the possibility
of distinguishing between ‘phenomenal judgments’ and ‘physical judgments®; (iii)
characterization of ‘physical and phenomenal judgment’ is closely related with at-
tribution of intentions/’goal-orientation’ to the own and/or other person; (iv) the
distinction between ‘phenomenal and physical judgment’ is a necessary condition
for the possibility of ‘intra- and inter-subjective communication’.

Neuroepistemological hypothesis
HyprotuEsis: There is a relationship between ‘physical judgments’ and the neural
network that accounts for the ‘observation/execution matching system’.

NEUROSCIENTIFIC IMPLICATIONS: (i) distinction between executed and observed
movements by degree of intensity, spatial extent and temporal onset of activation
within the same underlying neural system i.e. the motor system; (ii) linkage be-
tween observed movements from others’ action and ‘goal-orientation’ from the
own action within area 45 which is essential for the ‘execution/observation match-
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ing system’; (iii) overlap in neuroanatomical areas that subserve the observation of
actions and the generation of language.

EPISTEMOLOGICAL IMPLICATIONS: (i) the characterization of ‘physical judgment’ by
the judgments about movements that are executed by others while their intentions/
‘goal-orientation’ remain inaccessible; (ii) temporal characterization of ‘physical
judgments’ by ‘diversity in time’ and ‘temporal heterogeneity’ i.e. ‘physical time’;
(iii) dependence of the possibility of ‘inter-subjective communication’ on ‘physical
judgment’.

2.3 ‘Mental embedment’: The brain and the own body

Until now, we described ‘spatial and temporal embedment’ by means of which the
body was integrated within the spatial and temporal coordinates of the environ-
ment (see 2.1 and 2.2). However, the integration of the brain within the own body
remains unclear. If the brain becomes integrated within the body, it is necessarily
integrated within the environment as well. Accordingly, the integration within the
body may account for the integration of the brain within the environment. It is
suggested that, analogous to the integration of the body within the environment
(see 2.1 and 2.2), the integration of the brain within the body requires a particular
functional organisation. The principles of this functional organisation and their
implementation and realization within the human brain will be described in the
following. Within the framework of this functional organisation of the brain, men-
tal states can be distinguished from neuronal states in functional, phenomenal, and
epistemic respect. Accordingly, the integration of the brain within the body may be
characterized by ‘mental embedment’. It should be noted that this particular func-
tional organisation of the brain, which accounts for, mental embedment’ relies on
the same principles that provide ‘spatial and temporal embedment’ (see 2.1 and
2.2). The same principles are more elaborated and extended within the present
context of ‘mental embedment’ (and ‘reflexive embedment’; see 2.4).

‘Mental embedment’ includes three distinct stages. ‘External’ sensory afferent
neural activities (i.e. external senses like vision, hearing etc) of the brain are in-
tegrated within the body by means of ‘goal-oriented embedment’; this results in
‘autoepistemic limitation’ and mental states (see 2.3.1). On the contrary, the ‘in-
ternal’ sensory afferent neural activities (i.e. autonomous and vegetative nervous
system) of the brain are integrated within the body by means of ‘state-oriented
embedment’; this results in feelings and qualia (see 2.3.2). The brain activities that
are related to motor efferences may be integrated within the body by means of
‘act-oriented embedment’; this results in intentionality and mental causation (see
2.3.3). It should be noted, that ‘mental embedment’ necessarily presupposes and
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builds upon ‘spatial and temporal embedment’. This remains true with respect to
the principles of the functional organisation of the brain (see above) as well as
to the phenomenal and epistemic abilities. Space and time may therefore be re-
garded as the sources and necessary conditions for the possibility of cognitive and
emotional abilities. They reflect higher phenomenal and epistemic abilities and
inabilities and also include mental states.

2.3.1 ‘Goal-oriented embedment’: ‘Autoepistemic limitation’
and mental states

Functional brain organisation: ‘Embedded coding’ of sensory and

motor functions

The relationship between sensory and motor functions may be characterized by ei-
ther separation or ‘isomorphism’ In the case of separation, both may be subserved
by a different code, which would result in ‘separate coding’ In the case of ‘iso-
morphism’ however, both may be subserved by the same code, which would result
in ‘common coding’ In the case of ‘separate coding), external objects and events
induce sensory stimulations on the afferent side generating a ‘sensory code’ (see
Prinz 1992:2). On the effector side, a ‘motor code’ is generated, which induces a
pattern of excitation in the peripheral effector organs (i.e. muscles). Both ‘sensory
and motor code’ are subserved by different systems i.e. sensory and motor path-
ways with their contents remaining incommensurate (see Prinz 1992:2-3 as well
as Hommel et al. 2001). The translation between the incommensurate contents
from ‘sensory code’ and ‘motor code’ is necessary for integration. Accordingly, the
direct interaction between sensory and motor function remains impossible. Both
may interact only indirectly i.e. via translation, which can be called ‘instrumental
dependence’ (see Prinz 1992). An alternative to ‘separate coding’ is ‘common cod-
ing’ or ‘shared coding’ (see Prinz 1992:4-8; Hommel et al. 2001; Hurely 1998:417—
419). In the case of ‘common coding), sensory and motor contents are no longer
incommensurate. They are rather common or they are isomorphic features that
are subserved by a common representational scheme and identical pathways in the
brain. In this system, motor components are directly involved in the ‘sensory code’
and sensory components are essential for the ‘motor code’. The translation between
‘sensory and motor code’ is thus no longer needed. Moreover, direct interaction
between sensory and motor function remains possible; this may be described as
‘non-instrumental dependence’.

The assumption of ‘isomorphism” between sensory and motor contents re-
mains rather implausible from an empirical point of view. If sensory and motor
contents were isomorphic, they would be mere copies of each other. If they were
mere copies of each other, a distinction between them should be rather difficult.
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This, however, is not the case. Sensory and motor contents can be clearly distin-
guished from each other. This is, for example, reflected in the difference between
sensory impressions and movements.

The assumption of ‘non-instrumental dependence’, on the other hand, remains
empirically plausible. There is direct interaction between sensory and motor func-
tions, which indicates that no translation is needed. There are many empirical ex-
amples for direct interaction between sensory and motor function (see Hommel et
al. 2001; Hurely 1998:342; Prinz 1992:4), two of them shall be described briefly in
the following.

First, due to sensorimotor synchronization, subjects are able to synchronize
their movements with a regular auditory pattern (see Hommel et al. 2001; Prinz
1992:10-12). Everybody knows that a regular beat of music will be involuntarily
accompanied by movements. If there were only ‘instrumental dependence’ without
‘non-instrumental dependence’, information related to the ‘sensory code’ would
have to be transferred from the ear to the cortical areas in the brain. Furthermore,
information that is related to the ‘motor code’ would have to be transferred from
the cortical brain areas back to the body in order to effectuate certain muscles. In
the case of ‘instrumental dependence’, the reaction time should thus take as long as
the nerve conductance from sensory stimulations in the peripheral afference i.e. the
ear over the central cortical areas to the motor effectuation in the periphereal mus-
cle. However, reaction times, as elucidated in various experiments (see Hommel et
al. 2001; Prinz 1992 for an overview), are much faster than those based on infer-
ences from nerve conductance. Since the reaction times are much faster, some kind
of ‘non-instrumental dependence’ between sensory and motor functions must be
assumed, which allows for fast sensorimotor synchronisation. The term ‘sensori-
motor synchronization’ should subsequently be replaced by the term ‘perceptual
synchronization’. It is not the ‘physical beat), reflecting the peripheral sensory stim-
uli, but rather the ‘kinaesthetic beat), reflecting the perception of the beat itself,
according to which the motor function gets synchronized (see Prinz 1992:11-12).
Unlike the ‘physical beat), the ‘kinaesthetic beat’ reflects the functional relevance of
the beat for the individual person (see also 2.1.2). Accordingly, motor functions are
conversant with the meaning of the beat for the respective person rather than the
physical properties of the sensory stimuli.

Secondly, the example of the ‘Simon effect’ (see Hommel et al. 2001; Prinz
1992): there are two stimuli, A and B, and there are two response keys, e.g. left and
right hand. When stimulus A is presented, the subject should press the left-hand
key whereas the presentation of stimulus B should lead to pushing the right-hand
key. Stimulus A and B may be presented either on the left or right side. The reac-
tion times are shorter in the case of positional correspondence between stimulus
side and response key side (A presented on the left and B on the right) whereas they
are longer in the case of positional non-correspondence (A is presented on the right
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side and B on the left). What are the functional mechanisms for shorter reaction
times in the case of positional correspondence? Mechanisms could be either ‘prox-
imal’, reflecting the correspondence between stimuli position and the anatomical
structures that are involved in the generation of the response or they could be ‘dis-
tal’ mechanisms, reflecting the correspondence between stimulus position and the
spatial location at which the response event is executed. The same experiment may
be repeated with crossed hands. While in the case of ‘proximal’ i.e. anatomical
correspondence, reaction times should be completely reversed, they should remain
unchanged in the case of ‘distal’ i.e. spatial correspondence. Several studies demon-
strated that reaction times remain unchanged in case of crossed hands. The critical
determinant of the experiments can therefore not consist in the degree to which
‘sensory and motor code’ share the same ‘proximal’ i.e. anatomical structure. In-
stead, the degree to which stimulus and response event share the same ‘distal’ i.e.
spatial location in the respective environmental context seems to be crucial for de-
termining the reaction time. ‘Distal’ determination, which replaces ‘proximal’ de-
termination, does thus allow for ‘non-instrumental dependence’ between sensory
and motor function, which makes any kind of translation superfluous.

‘Common coding’ must be considered as empirically rather implausible since
there is apparently no ‘isomorphism’ between sensory and motor contents (see
above) On the contrary, ‘non-instrumental dependence’ does seem plausible from
an empirical point of view. Accordingly, an empirically plausible form of coding
allows for ‘non-instrumental dependence’ while at the same time avoiding ‘iso-
morphism’. In addition to strong forms of ‘common coding), as described above,
both Hurely (1998:417—418) and Prinz (1992:5) suggest a weaker form of ‘com-
mon coding’. As in ‘separate coding’ (see above) ‘sensory and motor code’ are sep-
arate with their contents remaining incommensurate. ‘Isomorphism’ does there-
fore not exist. However, unlike in ‘separate coding) the ‘sensory and motor code’
is complemented by an additional code: the ‘event and action code’. This ‘event
and action code’ no longer refers to single sensory and motor stimuli. The term
‘event code’ describes ‘ongoing and observable environmental events’ while the
term ‘action code’ refers to ‘intended and to-be-effectuated environmental events’
(see Prinz 1992:6). The difference between ‘sensory and motor code’ and ‘event
and action code’ consists in their relation to the environment. ‘Sensory and mo-
tor code’ reflect the stimulation of sensory and motor afferences/efferences, which
as such must be distinguished from the environmental context. In contrast, the
‘event and action code* characterize events and actions within the respective envi-
ronmental context. Since ‘event and action code’ share the same reference i.e. the
respective environmental context, their representational schemes and contents are
not incommensurate. Accordingly, no translation is needed, which allows for the
direct interaction and thus ‘non-instrumental dependence’ (see above). However,
this weaker form of ‘common coding’ faces the problem of linkage and transla-
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tion between the two codes i.e. ‘sensory and motor code’ and ‘event and action
code’. ‘Sensory and motor code’ are characterized by ‘proximal reference’, which
reflects single stimuli as subserved by anatomical structures with afferent and ef-
ferent organs and the related cortical areas. In contrast, ‘event and action code’ can
be characterized by ‘distal reference’, which reflects the spatiotemporal location of
events within the respective environmental context. Both codes are not compatible
with each other because they can be distinguished by means of distinct referents
i.e. stimuli and events. The problem of incompatibility between the two codes may
be solved through the suppression of, for example, the ‘sensory and motor code’.
The ‘sensory and motor code’ may be suppressed by the ‘event and action code’ i.e.
through superposition of the latter on the former. The suppression of the ‘sensory
and motor code’ leads to a so-called ‘proximal neglect’ (Prinz 1992; Hommel et
al. 2001), which indicates a principal but neglected presence. ‘Distal reference’ can
therefore be accompanied by ‘proximal neglect, which makes a translation between
the two kinds of codes superfluous.

In addition to ‘proximal neglect’ and ‘distal reference’, the weaker form of
‘common coding’ may be characterized by ‘goal-orientation’. ‘Goal-orientation’ can
be defined by the functional relevance of environmental events for each respective
individual (see also 2.1.2 and 2.2.2). ‘Distal reference’ on the other hand refers to
events within the environment in general (see above). ‘Goal-orientation’” describes
the individual relevance of particular events. ‘Goal-orientation’, ‘distal reference),
and ‘proximal neglect’ should thus be implemented and realized in the human
brain (see below). The functional organization of the brain is therefore oriented
on and directed towards ‘observable and to-be effectuated events within the envi-
ronment’. This provides for the ‘intrinsic’ integration of the brain within the envi-
ronment (see also 1.3). The weaker form of ‘common coding’ may subsequently be
described as a form of ‘embedded coding’, which is supposed to be characteristic
and constitutive for the brain as a brain (see 1.2 and 3.1.2). Functionally, ‘embed-
ded coding’ can be defined by the integration and linkage of ‘sensory and motor
code’ within the respective environmental context via ‘event and action code’. In-
tegration and linkage imply ‘embedment’ as distinguished from both ‘isolation’
and ‘isomorphism’. In the case of ‘isolation) ‘sensory and motor code’ are not in-
tegrated and linked within the respective environmental context. Accordingly, one
may describe this form as ‘isolated coding’; this is reflected in ‘separate coding’ (see
above). In the case of ‘isomorphism’, ‘sensory and motor code’ are no longer dis-
tinguished from environmental events i.e. both are isomorphic. Accordingly, one
may describe this form as ‘environmented coding, which is reflected in the strong
form of ‘common coding’ (see above).

‘Goal-orientation’ is supposed to be subserved by fronto-parietal networks
that account for the sensory-motor integration (see 2.2). More specifically, if the
prefrontal cortex participates in the generation of ‘goal-orientation), it should not
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only receive afferents from the sensory systems but from the motor system as well.
In addition, it should send efferences not only to the motor system but also to the
sensory systems. Absence of reciprocal afferences/efferences would make the gen-
eration of ‘goal-orientation’ impossible. The prefrontal cortex receives afferences
not only from the sensory systems but also from the motor system. Furthermore,
prefrontal efferences are not only sent to the motor system but in addition to the
sensory systems (Koetter et al. 2000; Stephan et al. 2000). Furthermore, an analo-
gous connectivity pattern has been demonstrated for the parietal cortex (Snyder et
al. 2000). The reciprocal connectivity patterns of afferences and efferences in pre-
frontal and parietal cortex may therefore be regarded as a necessary condition for
the realization of ‘goal-orientation’ (see also West & Alain 2000; Brown & Pluck
2000). In addition, this connectivity pattern may be considered as a necessary con-
dition for the possibility of the superposition of ‘event and action codes’ on ‘sen-
sory and motor codes’. This in turn accounts for the co-occurrence of ‘proximal ne-
glect’ and ‘distal reference’. Via reciprocal afferences and efferences, both prefrontal
and parietal cortical regions may directly modulate primary and peripheral sensory
and motor regions/organs. Neural activity in primary/peripheral sensory and mo-
tor regions/organs may therefore be oriented on the respective environmental con-
text and thus on ‘goal-orientation’ rather than on the physical properties of single
sensory/motor stimuli. Since it provides direct interaction between central corti-
cal areas and primary/peripheral sensory/motor regions/organs, this modulation
could be called ‘vertical modulation’ (Northoff 2003b; Hurely 1998:406—407; Juar-
rero 1999:197-199). This includes both ‘top-down modulation’ and ‘bottom-up
modulation’ (see Chapter 3.1 for more extensive discussion of these mechanisms).
There is strong empirical evidence for ‘vertical modulation’ (see Northoff 2003b);
two examples shall be described in the following.

First, there is strong evidence for ‘top-down modulation” between the pre-
frontal and visual cortex. For example, it can be demonstrated (see Gilbert et al.
2000; Hopfinger et al. 2000; Macaluso et al. 2000; Shulman et al. 1997; Smith et al.
2000; Somers et al. 1999) that activation in the primary visual cortex (i.e. V1) is
context-dependent and thus dependent on the respective environmental situation.
Activation in the so-called receptive fields does not only depend on local stimuli
inside the respective receptive field but, in addition, on stimuli that are outside
the receptive field. The ‘contextual influence’ is neurally modulated by long-range
horizontal i.e. lateral connections that are formed by the axons of cortical pyrami-
dal cells, which link cells with widely separated receptive fields. These horizontal
connections allow for global response properties of local receptive fields. Events
outside the receptive fields are thus indirectly represented within the receptive field
itself. These horizontal connections intrinsic to V1 are modulated by feedback con-
nections from the prefrontal cortical areas, which may either facilitate or block the
generation of neural activity. Consequently, ‘top-down modulation’ of neural ac-
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tivity in V1 i.e. in particular receptive fields exists. However, this modulation of
neural activity in V1 is not direct but rather indirect that is to say via the modu-
lation of horizontal connections i.e. of ‘contextual influence’ The effects of ‘top-
down modulation’ are thus not oriented on the sensory stimuli themselves but
rather on the respective environmental event, which can be characterized as the
crucial determinant for the modulation and generation of visual input.

Secondly, there is strong evidence for ‘bottom-up modulation’ between the
peripheral motor organs and the prefrontal-parietal cortex. As already demon-
strated (see 2.2.1), movements may be accompanied by the generation of an ‘in-
verse model’ and a ‘forward output model’, which reflect the respective environ-
mental event before and after the execution of movements (see also Jahanshahi &
Frith 1998; Frith 2000). Both models, as derived from peripheral sensory and mo-
tor organs, may modulate cortical activity in the prefrontal cortex by means of ‘ex-
afferences), ‘reafferences’ and ‘efference copies’ (see 2.2.1 for further details). Effects
of ‘bottom-up modulation’ are thus not predominantly oriented on single motor
stimuli but rather on the respective environmental event on which the movements
are executed. We demonstrated that generating ‘goal-orientation’ might be sub-
served by prefrontal-parietal circuits that account for sensori-motor integration.
Furthermore, we showed the realization of ‘distal reference’ by means of reciprocal
afferences/efferences, which allow for ‘vertical modulation’ between the prefrontal-
parietal cortex and the primary/peripheral sensory/motor regions/organs. The ex-
act empirical realization of ‘proximal neglect, however, remains unclear. The inter-
actions between both kinds of codes should be one-way, if the superposition of the
‘event and action code’ on the ‘sensory and motor code’ exists. While the former
can be superpositioned on the latter, some kind of modulation should make the
superposition in the reverse direction impossible. This kind of modulation may be
accounted for by ‘unilateral feedback loops’ between the central prefronto-parietal
cortical regions and the subcortical/peripheral sensory/motor regions. There is
some empirical evidence for such ‘unilateral feedback loops. One example will be
described briefly below. Due to the fact that these ‘unilateral feedback loops’ avoid
the ‘isolation’ of neural activity from the respective environmental event, they may
account for ‘horizontal modulation’ between brain (sensory/motor function) and
environment (see Hurely 1998:406-407; Juarrero 1999:197—-199; Northoft 2003b).
However, neither exact mechanisms nor functional implications of ‘horizontal
modulation” are known yet. Edelman and Tononi (2000; 180, see also Figure 8.1.
on p. 96) point out a characteristic feature of the cortical motor organisation with
regard to feedback loops (or ‘re-entrant circuits’ as they call them; see 2.4.3 for
further details). The pyramidal neurons in layer V of the posterior supplemen-
tary motor area and the motor cortex are directly or indirectly related to motor
effectors via long-range axons that travel through the spinal cord. These neurons
are directly connected to the neurons in layer VI in the anterior supplementary
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area and other prefrontal cortical areas that are predominantly related to the tha-
lamocortical loop as one main feedback loop (or ‘reentrant circuit’). However, the
interaction between neurons in layer V and those in layer VI is one-way. It is im-
portant to note that the interactions are one way only e.g. from layer VI to layer
V but not vice versa. The thalamo-cortical loop as one main feedback loop may
modulate the neural activity in the cortical motor areas but the latter could not
modulate the former.

Neuroepistemological implications: ‘Embedded coding’ and mental states

Generation of ‘autoepistemic limitation’ and mental states
What is ‘autoepistemic limitation?

‘Embedded coding’ can be characterized by ‘distal reference’, ‘proximal neglect,
and ‘goal-orientation’ (see 2.3.1). These functional characteristics shall be related
to the phenomenal and epistemic abilities and inabilities concerning the experience
of mental states and the recognition of neuronal states.

Functionally, the term ‘autoepistemic limitation’ implies that a system with
states X has no access to these states as states X. Instead, these states are only ac-
cessible as states Y which may reflect ‘proximal neglect’ That is why the system
remains unable to recognize the true nature and origin of its own states. This dif-
fers from cognitive/connectionist systems, which in contrast are well able to detect
and recognize the nature of their own states (see 3.1.2 for further details).

Phenomenally, both ‘distal reference’ and ‘proximal neglect’ are reflected in
perception and action. Due to ‘proximal neglect, we remain unable to perceive
neuronal activity in the sensory afferences that reflect the ‘sensory code’. We are
however able to perceive ‘observable events within the environment’ that reflect
the ‘event code’. For example, we do not perceive the stimuli in our sensory affer-
ences, as induced by the butter on the table, but rather the butter itself as an event
located within the environment. This difference between ‘events’ and ‘stimuli’ is
also reflected in the distinction between ‘primary and secondary qualities’. ‘Stim-
uli’ reflect ‘primary qualities’ while ‘events’ account rather for ‘secondary qualities’.
Since our perceptions account for ‘events’ rather than ‘stimuli’ we have no direct
access to the latter. Historically, this has been already pointed out by Locke who de-
scribes the impossibility of perceiving ‘primary qualities’ ‘“The reason why the one
(i.e. ‘secondary qualities’) are ordinarily taken for real qualities, and the other (i.e.
‘primary qualities’) only for bare powers, seems to be, because the ideas we have of
distinct colours, sounds, etc., containing nothing at all in them of bulk, figure, or
motion, we are not apt to think them the effects of these primary qualities: which
appear not, to our senses, to operate in their production, and with which they
have not any apparent congruity or conceivable connexion’ (Locke 1696, Book II,
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Chapter VIII, 25). Furthermore, our reaction to the butter on the table is not de-
termined by the induction of stimulations in certain muscles (i.e. ‘motor code’). It
is the butter itself i.e. as the ‘to-be effectuated event within the environment’ that
guides and determines the motor reaction and further action (i.e. ‘action code’).
Sensory and motor stimuli are thus replaced by ‘observable and to-be effectuated
events within the environment’ in our perceptions and actions (see also Northoff
2000b). Thus Hume is wrong when he claims that our senses ‘convey to us nothing
us but a single perception (i.e. stimulus), and never give us the least intimation of
any thing beyond’ (Hume 1978:189). This ‘thing beyond’ is however not an ‘ob-
ject’ with an ‘independent and continued existence), as for example body or mind
as ‘external or internal objects’ (see also 3.3.3), which Hume correctly rejects. In-
stead this ‘thing beyond’ in our perceptions is an ‘event’ which as such has to be
distinguished from ‘objects’ (see 3.3.2 and 3.3.3). Hume overlooks that the ‘thing
beyond’ in our perceptions may also concern something else than ‘objects’ and he
consecutively defines perceptions rather by ‘stimuli’ (or ‘single perceptions’ or ‘im-
pressions’ in his terms) than ‘events’. While Hume does not capture the difference
between ‘stimuli’ and ‘events), he nevertheless points out an essential characteristic
of ‘events’ in a nice way i.e. their ‘projection’ onto the environment where they are
‘located’ as ‘observable and to-be effectuated events’ (see above). Though ‘events’
reflect the relation of ‘stimuli’ to the body of the perceiving person, they are nev-
ertheless associated with ‘external objects’: ‘Our own body evidently belongs to us;
and as several impressions appear exterior to the body, we suppose them also exte-
rior to ourselves. The paper, on which I write at present, is beyond my hand. The
table is beyond the paper. The walls of my chamber are beyond the table. And in
casting my eye towards the window, I perceive a great extent of fields and buildings
beyond my chamber. From all this it may be infer’d, that no other faculty is re-
quired besides the senses, to convince us of the external existence of body” (Hume
1978:190). Moreover, Hume points out that this tendency to ‘locate’ the contents
of perceptions i.e. ‘events’ in the ‘external world’ is due to ‘projection’ from our
‘internal world” onto the ‘external world’: > “Tis a common observation, that the
mind has a great propensity to spread itself on external objects, and to conjoin with
them any internal impressions, which they occasion, and which always make their
appearance at the same time that these objects discover themselves to the senses.
(Hume 1978:167).

Epistemically, we remain unable to directly detect and recognize our own neu-
ronal states as neuronal states because we do not experience sensory and motor
stimuli as such (see Figure 10). This inability to directly detect and recognize our
own neuronal states as neuronal states can be called ‘autoepistemic limitation’ (see
below as well as Northoff 2001a). More generally, we have no direct epistemic ac-
cess to our brain states as brain states (in First-Person Perspective) so that our
own brain as such remains hidden for us; this more general sense shall be called
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‘Autoepistemic limitation’ H
H Attribution of

mental states to

the own mind (2?2?)
Experience of own mental states
in First-Person Perspective

Observation of other’s neuronal states in
Third-Person Perspective
Attribution of
neuronal states to
the others’ brain

Figure 10. Epistemic difference between own and others’ states in first- and third-
person perspective

‘autoepistemic limitation’ in the following. ‘Autoepistemic limitation” in this sense
implies the epistemic distinction between the own and the other person with re-
spect to mental states and brain states: The own person can be experienced only
in terms of mental states in First-Person Perspective while the other person is ob-
served in terms of brain states in Third-Person Perspective (see also Figure 10). This
epistemic distinction between the own and other persons with regard to the brain
has already been pointed out by Schopenhauer: ‘Here my thesis is this: that which
in self-consciousness (i.e. experience in First-Person perspective in our terms), and
hence subjectively, is the intellect (i.e. mental states in our terms), presents itself
in the consciousness of other things (i.e. observation in Third-Person Perspective
in our terms), and hence objectively, as the brain (i.e. brain states in our terms);
...(Schopenhauer 1966, Vol. I, 245).

‘Autoepistemic limitation’ shall be illustrated by the following example. A psy-
chiatrist (PS) and a philosopher (PH) meet at a conference on consciousness. The
psychiatrist works in the field of functional brain imaging while the philosopheris a
specialist when it comes to the problem of self-recognition and self-consciousness.
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Both discuss the epistemic implications of functional brain imaging regarding the
recognition of one’s own and others’ brains.

PS: I can investigate brains in the scanner.

PH: Can you investigate all brains in the scanner?

PS: Yes, all brains.

PH: How about your own brain? Can you investigate your own brain in
the scanner as well?

PS:  Off course. I have been in the scanner too.

PH: Who is investigating your brain while you are in the scanner?

PS:  The radiologist, a friend of mine.

PH: So you can’t investigate your own brain while you are in the scanner
by yourself.

PS:  That is probably true.

PH: However, how can you then know that you have a brain if you can’t
investigate it by your own?

PS:  Off course, I have a brain. Otherwise I would neither be able to expe-
rience my environment nor to observe and investigate other’s brains.

PH: Yes, that might be right. But how do you know that it is your brain
that accounts for the experience of the environment and observa-
tion/investigation of others brains?

PS:  You mean I can neither experience nor observe/investigate my own
brain as a brain?

PH: Yes. I do not deny that your abilities to experience and ob-
serve/investigate may be traced back to your own brain. I only deny
that you have direct access to your own brain as a brain in either
experience or observation/investigation.

PS:  This, however, leaves the possibility of me having indirect access to my
own brain via my experience of mental states open.

PH: Yes. While you may have no ‘direct self-reference’ to your own brain,
you may nevertheless be able to have at least some kind of ‘indirect
self-reference’.

One might argue that we are able to access our own brain in the Third-Person Per-
spective with the help of some technical devices. For example, I can observe my
own brain while I am in the scanner by means of so-called on-line ‘neuromoni-
toring’. Similar to others’ brains, we are thus able to access our own brain though
indirectly through technical devices allowing for ‘neuromonitoring’ In this case
we observe our own brain as another brain in Third-Person Perspective. In con-
trast, we nevertheless remain unable to directly access our own brain as a brain
in First-Person Perspective: For example, we have no access to our own brain as a
brain in ‘phenomenal experience’ in First-Person Perspective, i.e. we remain un-
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able to experience our own brain as a brain. Unlike others’ brains, our own brain
remains therefore a phenomenon for us. Instead of our own brain states, we rather
experience mental states in First-Person Perspective. This is what is called here ‘au-
toepistemic limitation’ (see also Figure 11). Interestingly, Spinoza expresses a more
or less similar idea in his ethics (1985) (Part II, prop. 19-29) when he states that
‘the human mind does not know the human body itself, nor does it know that the
body exists, except through ideas of affections by which the body is affected’. What
is here called the human mind’ may, in the present context, be called the First-
Person Perspective, which does not know the body as a body (‘the human body
itself’) i.e. the brain as a brain (‘the human mind does not know the human body
itself”). Moreover, the human mind does not involve an adequate knowledge of the
parts composing the body’ (see Part II, prop. 24). This may be understood in the
present context as the lack of experience and knowledge of the own brain in First-
Person Perspective. Instead of experiencing and knowing our own brain and body
as such, the First-Person Perspective experiences events i.e. the ‘human mind per-
ceives these affections, and consequently the human body itself actually existing’
(see Part II, prop. 19). ‘Affections’ in the present context may therefore be trans-
lated into ‘events’ Brain and body are characterized by ‘affections’ which reflect
events within the relationship between brain, body, and environment. “The human
mind, therefore, perceives the human body’ (see Part II, prop. 19) through ‘affec-
tions’; this is also true for the First-Person Perspective which allows for experience
of the own brain via the ‘events’ in mental states. This ‘indirect self-reference’ of
the brain to itself via ‘events’ in mental states (see also 3.3.4) is reflected in the fol-
lowing quote from Spinoza (see also 3.3.2 for further discussion of Spinoza): “The
mind does not know itself except in so far as it perceives the ideas of these affections
of the body’ (see Part II, prop. 23). Similar to Spinoza, Kant (1998) noticed too that
we are able to ‘recognize our own subject only as a phenomenon and not as it is
in itself” as a noumenon. Applied to the current context: We can experience our
own brain only in terms of mental states i.e. as a ‘phenomenon’ while we remain
unable to experience our own brain as a brain i.e. ‘as it is in itself’. Unlike Kant,
Schopenhauer directly relates this epistemic deficit to the brain itself i.e. the own
brain as the ‘subject of recognition’: ‘But in so far as the brain knows, it is not itself
known, but it is the knower, the subject of all knowledge. ....... On the other hand,
what knows, what has that representation, is the brain; yet this brain does not know
itself, but becomes conscious of itself only as intellect, in other words as knower,
and thus only subjectively.” (Schopenhauer 1966, Vol. 11, 259). Moreover, Schopen-
hauer also describes the reverse side of this epistemic inability, the epistemic ability
of the brain to project its processes ‘outside the brain’ which, in the present terms,
reflects its orientation on the ‘observable and to-be effectuated events within envi-
ronment’: “Thus, in the two phenomena here compared, what occurs in the brain is
apprehended as outside the brain; in the case of perception, by means of the under-
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standing extending its feelers into the external world; in the case of a sensation in
the limbs, by means of the nerves. (Schopenhauer 1966, Vol. II, 25). A more recent
author, C. McGinn (1989, 1999), also speaks of an epistemic limitation in intro-
spection and observation; both remain unable to account for ‘property p, which is
essential for the generation of mental states out of brain states. Introspection allows
for access to mental states but has no access to brain states — it remains therefore
‘closed” with respect to the ‘property p’: ‘P has to lie outside the field of the intro-
spectable, and it is not implicitly contained in the concepts we bring to bear in our
first-person ascriptions. Thus the faculty of introspection as concept forming ca-
pacity is cognitively closed with respect to P...” (McGinn 1989:355). What McGinn
calls ‘introspection’ may be called ‘phenomenal judgment’ in the present context
(see 2.2.2 and 2.4.2).

What are mental states?

We characterized ‘autoepistemic limitation” as the epistemic inability of the
brain to directly detect and recognize its own brain states as brain states (see
above). Instead, the own brain states are experienced as mental states; this shall
be characterized in further detail in the following (see also 3.1.2 and 3.3.2 for
further details).

Functionally, mental states may be characterized by ‘event and action code’
as distinguished from the ‘sensory and motor code’. Mental states are only possi-
ble in the case of ‘event and action code’; they remain impossible in the case of
‘sensory and motor code’ (see 2.3.1). Because of the orientation of the functional
organization of the brain on ‘observable and to-be effectuated events within the
environment’, mental states can neither be located within the brain (‘ain’t in the
head either’; Juarrero 1999:197) nor within the environment. They can rather be
located within the ‘intrinsic’ relationship between brain, body, and environment.

Phenomenally, mental states may be characterized by experience and recogni-
tion of events i.e. ‘observable and to-be effectuated events within the environment),
as distinguished from mere stimuli i.e. sensory and motor stimuli (see 3.1.2 for fur-
ther explication). While ‘events’ describe and include the actual context i.e. the time
(‘When’), place (‘Where’) and kind of occurrence (‘How’) of changes in the envi-
ronment (see 3.1.3 for further details), ‘facts’, which rely on stimuli, are stripped of
this actual context i.e. they rather exclude it (see 2.4.3 and 3.3.2). ‘Events), as expe-
rienced in mental states, are therefore meaningful while ‘“facts’ i.e. stimuli remain
meaningless. Moreover, ‘events’ are necessarily ‘intrinsically’ integrated within the
environment while ‘facts’ i.e. stimuli remain ‘isolated’ from the environment. Men-
tal states can subsequently be characterized by ‘events’ and meaning. This distin-
guishes mental states from neuronal i.e. physical states (see 3.1.2. for definition)
which refer to stimuli and are observed as ‘facts’ that are devoid of any meaning by
themselves (see 2.4.3).
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Figure 11. ‘Autoepistemic limitation’: No direct epistemic access to the own brain states
as brain states in the first-person perspective

Epistemically, mental states may be characterized as the epistemic analogue of
‘autoepistemic limitation’ (see Figure 11). The experience of mental states reflects
an epistemic ability while ‘autoepistemic limitation, refers to an epistemic inabil-
ity. Both epistemic ability and inability are necessarily tied together and must be
