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The paper develops the use of the cose as a solation concepi in game theory in two interrelated
directions. In the first place, an indicator of aggressiveness of claims is introduced in a modified
definition of the core. The modified core may be smaller than the usual core, and may fail to
exist if :aggressiveness increases beyond som.e crivical level. In the second place the article gives a
formulztion of a mixed cooperative/non-cooperative game, in which the game will be played
cooperatively within coalitions, but non-cooperatively as Oetwgen coalitions. A mixed
cooperstive/n. n-cooperative solution obtains if the grand coaition of uli piayers fad to
maerialize because the vanous claims are incompatible. The two directions roferred to are
interrefated because the level of ageressiveness may be decisive for whether or not the grand
codlition, and possibly other coalitions, will break down. The finzl section of the paper draws
some general . onclusions and relates the approach to other ideas in the literature.

1. Iniroduct on

The core of a game is a useful solution concept in cooperative game
theory. This is especially so when the core contains only one imputation.
Ttis core-imar:utation would then szem to be a reasonable prediction of the
outcorie of (ne game. In other cases the knowledge about the core of a game
provides gseful information, but is nsufficient as a basis for prediction. If the
core ¢ontains more than one imputation, there is a sort of surplus to be
divided among the players, and when the core is empty there is a sort of
deficit to be shared. In both cases there must be some kind of bargaining
process which determiries what is left undetermined by the ordinary core
consideration.

My purpose is to presen’ some considerations Joncerning the
determination of the outcome of the game in such cases. I shail mainly have
in mind the case where the core contains more than o.re imputation A
common-sense obs.rvation is that the final outcome in such a case would be
determined by how aggressive the various players and coalitions o players
arc. 1 shall 1ake this as a starting point and introduce aggressiveness into the
game mode! 1, the simplest possible way. With some degree of aggress:veness

* am indebted to K.arl Moene and Hege Torp for assistance, and to Tor Hersoug and John
E. Roemer for vaiuable comments on an esrlier drafi.
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on the part of ‘the various players, the set of possible outcomes narrows
down as compared with the oxdinary core. I there is too much of
aggrassiveness, then a cooperative solution may fail to exist. One may say
that the gams: breaks down as a ceoperauve game, and the situation may
integrat: ' : a mixture of cﬂaperatwe

ve: liehuvious:as between
rossivaness simto the theory leads
’ry m which it is not necessarily

N M&tlﬂ% or i nmn—wupcranve
ad .tocollective irrationality’ in
s a potential gain to all
reakdowns or failures are
1e. xheary must scsmehcw

cn the abiﬁly uf%ke
vorte contains mﬂg one Ampu
in detail in the following. . Ry

For the bargaining - s:tnaﬁon whch OCCUrS - ‘wken tha core is cmpty, the
question is not aboui aggressiveness in attempts to conquer parts of the
‘surplus’, but rather a question about wiliingness to yield. T shall not consider
this situation further, but only suggest that the considerations which I am
going to pment m:gh{ be appheaﬁh w:th same m@dtﬁeanons, also- to thxg
stination.

To characterize a game 1 shail, as g sfartmg point, use the characteristic
function. If there are n players, 12,5, i I shall use N as a symbol for the set
of all players; m. t:-§-a8 a- notation’ for-any- coalition: from ‘the set of all
players: The notation: R‘\Swﬂt ‘be vsed forithe complementary coalition: of S,
ie., the coalition consisting of ﬂxcme “players in'N who: do not:belong to §. 1
shali assume- transferable tility, as-msual #(S)- is “the”characteristic
fonction, T-wili. be interpreted din: ﬂi& usual: way as- thie-maximum-value: thai
coalivivn S can secure for itse!f without cooperating with other players. -

Tt wonld-be possible: to develop the ideas to be presented in‘the fmtowmg
also for the cuse of non-transferable - utility. -Furthermore, one could
distinguia between different types of-cores according to the -more specific
definition of wha: i wicant by “the maximunc:value that a coalition can secure
for itself without coopetating with ‘other: ‘players’, T'shill; however: proceed on
assuie ptivns - which smakethe analysis as- simplo as pess;ble with rcgard to
aspects which are not specific to- thc«: present approach :

Section 2 introduces the pt and comsiders the
corresponding “modification of th  concept. Séction 3 considers the
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question of what happens when cooperation breaxs down, and introduces a
mixed cooperative/aon-cooperative solution. One might say that we treat the
degree of cooperation as an endogenous element in the model, instead
of - specifying it in advance. Section 4 summarizes and discusses the
interpretation. -of ‘the results. A more general formulation of a mixed
cooperative/non-cooperative game and some brie! technical considerations
are given in an appendix.

2, The introduction of aggressive claims

Let the cutcome for the n piayers be represented by a ‘payoff vector’ x=
{£1,..4%,). The ordinary core is a set of payoff vectors defined by the
following requirements:

an__ = V(I\,),
(2.1)
Xex;7.0(S) for every ScN.

The first equirement s Pareto optimality, and the second requirement s2ys
that ezrh coalition saall obtain at least as much as indicated by the value of
the characteristic function for that coalition. This requirement is imposed for
all possible coal.tions contained in V, including the degenerate coalitions
consisting of siigle members. The se! of all outcomes x=(x;,...,x,} wkich
satisfy requirer ients (2.1) is the ordinary core.

In the defintion of the core in this sense each coalition is assumed to
acquiesce in an outcome if it receives the value n(S), whick is defined as the
value the coalition will be able to secure for itself indeosendently ot any
cooperation with players not in the coalition. If there is a surplus in the
game above what is needed to satisfy these levels for the varicus coalitiors
smaller than the grand coalition of all players, then nothing is assumed
about claims in this surplus to be put forward by the various coalitions.
Accordingly we may call the core in this sense the acquiescent core, a slightly
illogical abbreviation for ‘the core of a game between acquiescent players'.

Let us now consider the possibilit;, that the players are concerned with the
surpluses mentioned (which will exist when the game is an cssential game). If
we have two coalitions S, and S, which contain no common member, ard

v(S; L S,)—v(8;)—0(S;) >0, 2.2)

then (2.2) represents a surplus reachble for coalitions §; and §,. If §; and
S, do not make up the whole set N then there may be surpluses above this
again in which they may also try to set their shar

Let us now consider a cwalition S and the aspiration it may have to



R(S)';v(N)*v(N \S). | (24)

If a core should exist when all coalitions ¢laim R’S} instead of only the
value K(S), then we could call ﬁﬂa the maximally aggressive core. However,
fior essential- games such a core will obvigusly ; not exist. . If we.add the claims

S and the cos ' ‘Lht:on N\S, then we have

R(SHR(N\S) v(N)~v(N\S)+v(N)'—v(S}

which exceeds v(N) if v(N)> v(S)—i N \S) ‘ ‘

Let us therefore introduce the. dggtee of aggnesstveness of coahtmn S as the
share 1. which the eoahﬁcm wﬁl aspire to get in the surplus. Then the clain
of coahﬂon S will be i ,

- R= v{SHAvatm !«-v(S)fv(N\S)] e e @29
W‘th Ag-t} for_valt oo“hﬁ m

the arémary or auqmesoent oore wnth

‘&' core’w 6 Datrow than the

; e} of tbe Amfﬁclmts ‘we may speak
about aequmeent and moré it less aggnsswc cores (or perhaps acquiescent
and more ot less acquisitive cores).”

It should be observed thuat according to the deﬁmtmns given above each
coalition. adopts a realistic a'titude in the ‘sense’ thaf it assumes that the
players not in the coalition are able to form the complementary coalition so
as‘to secure at Eeast 1ts va!ue v(N \S} ‘A coahtxon whxch is overly optmmstlc
yaight chdm e AL

' zst(smfs;aezgfé@ Enanl{i
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where »({i}) is the value of th: characteristic ‘unction for the single player i.
This would correspond to a sort of success'ul divide and conquer strategy
where 'he ccoperation of the members aot bolonging to § is secured so as to
realize the totsl value »(N) without the complementary coalition N\S being
able tc form aud put forward a claim on the basis of the value »(N\S). Our
aggres:ive players corresponding to (2.5) limit their claims to a share in the
surplu: which is availble if the non-members of the coalition are able tc
form ti e « ymplementar ; coalition 2.4 act on that basis,

We now procced on the basis of claims as indicated by (2.5
Corresponding to-(2.1) the core is now defined by

2 yx;=v(N),
(2.6)
2% 2 R(S)=0(8) + As[b(N) - v(5)—v(N\S)] ~ (S=N).
For a core in this sense to exist it is :learly necessary that
R{S)+ R(N\S)<o(lV) forall ScN. (2.7

If there is a surplus corresponding to the partition into S and N\S, i.e., if o(S) +
(N\S)<t(N), then condition (2.7) is equivalent to the obvious requirement

As+ApsS 1. (2.8)

If we have the special case of equal degree of aggressiveress for all coalitions,
then it is necessary that this common degree 4 is 11 (In some cases it
might be more natural to define equal degree of aggressiveness ir. other ways,
for instance by letting the values of the Ag’s be proportional to ihe size of the
coalitions. However, the players may be of different types — firms, persons,
' organizations etc. — so that a per-hcad consideration is irrelevant. In any
case, the idea of equal degree of aggressiveness is used here and occasionally
in the sequel only for illustrative purposes.)

However, the conditions just rasntioned are not sufficient for the sxistence
of the core. In other words, even if the coadition (2.8) should be fulfilled for
all coalitions tie core n:ay still fail to exist. In”particular, for the vase of a
uniform degree of aggressiveness, the core may still fail to exist even i this
degree is A=% or less. The last statement means that a principle of equal splii
Sor all coalitior.s versus the complement 77y coalitions may be infeasible.

Cconsidering the definition (2.6 of the aggressive core we may think of &
process by which we increase the Ag's from zero in some way. The ore will
then shrink from the ord.nary core and becore narrower as we incieae the
As’s. For some constellation of the aggressiveness coefficients the cor: will
consist of one uniquely determined outcome. We may also revers: the
question aad ask if every outcome in the ordinary core can be generated as a
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qpioue” Gﬁ&m“‘by - some- constellation of aggressiveness coefficients' for
sarious coalitions, The answer is affirmative. Cons:der an outcome satisfying
;2.1). Wemaythen put i

EmsrawR(N\S‘}K!’(N\S% e A -
'{his means that both caaht:cuzs a:t:d cdaﬁtmn N‘\S see

iie elairms prcc:éély
-net. UJsing (iefinition (2.5) this gwes the' followirig: aggressmness ‘eocfiicionts:

te Zsxi—0S) e Emsm—o(N\S)
T M)~ oS} —oN\SY " u(N)—0(8) —o\S)

(2.9)

v fict add tp to unity for A; and )cms o v _
The: determination of all coefficients i’ actording to (2.9) is in fact more
+an aeeded to produce the vector x,.. »Xy 83 2 umque outcome. A given

et Xp,. X, Can be genemted ‘as ‘2 ‘unique’ ‘outéome by conditions

refernng to a subset. of possible. coalitions, while, the claims of other
cualitions are &leﬂl somc slack. Awordmglv there will be several
censtellations of aggressiveness caeﬁc:enzs which will produce a giver vector

X ,....X, as a uniquely determined outcome.

Th( denominators in the formulas in (2.9) are positive if there is a surplus

!( 7 the pattition 5, N\3.- If them is no: such ] xrplus, thm the values of 4 and
4 ns 3re acbitrary.

Let us ilhistraie the concepts aba)ve bneﬂy by means of a small example.

Let then: be a game of three players, and let the characteristic functxon be

['vhet. we, fm sﬂrmplwzty wnﬁe a{i)mstend of v({l}} etc.] ‘

W=t v(2)~ t{3)m4
=4, oY= o2, =6, e @)
AA=0

The comss] ording ordimary or acquiescent core - consists of outcomes
Xy, X3, X3 Which satisfy ; , .

Ilgl, ng’z, : x324
x; +x124 X1+X326‘ x3+X32fl§ ' : : (2.11)
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Xy

Fig. 1. The core of the game described by (2.10}{2.11. The core is the pentagon inside the
triangle. The point marked off inside the cove is the point corresponding to 2=1.

The core is illustrated in fig. 1 where x, 1s measured vertically fromi AB, >, is
measured vertically from BC, and x5 is sncasured vertically from ( A. The
core is the pentagon inside the triangle. Tle extreme imgputations (the corners
of the pentagon) are the following:

(1,4,5), (1,3,6), 22,6), (4.2,4. (4,4)
If we take an arbitrary point in the core, for instanc: x=(13,5) then: we

can easily calculate the corresponding aggressiveness coeficienis 1rom (2.9).
For 2, we have f-.i instance

& Tu(1,2,3) n(D—v(2.3) 10~1-6

x, —o(1) o2l

Altogether we obtain

D
-
N
—
s
il
B
o
to
)
i
Il 39
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As snggested above, tlﬂs :s, lzomver ‘more than necessary to produce x=
(2,3;5) as a2 unique outcome. For jnstance, the values for A;, 4, and 4,
would suffice (while 1, ,, 4, 3 and A, ; were smaller than given above), and
several other s:lections would also do.

For an exty:me outcome som¢ coalitions are pressed down to getting no
meic than their: ‘values. For: generating such points the corresponding
aggressivencss coefficients must, of course, be zero. For instance, for the
outcome x=(1,4, 5) we hm’e

'1x=0 22*“1 "}-3*% 3»1:*"‘% 3'13'—0 J"23-'1

It was poisted om‘. above that not aﬂ oonstellatmns of aggressiveness
cocflicients which satady (2.8 will generate a feasible point. In other words, it
is not sufficient for the existence of a solution that the aggressiveness of one
coalition can always be accommodated by the complomentary coalition. For

nstance, assume thet players'1 and 2 are rather acquiescent players, having
4,=0.1 and . ;=0.1, while. eoah'!mns {1,3} and {2,3} are aggressive, having
1y,3=09 and 1, ;=09. (Players 1 and 2 aré dcquisscent individually, but
slayer 3 infuses every coalition in which he participates with aggressiveness.)
‘Then we have, according to (2.5),

R(1)=1+0.1(10—-1—6)==1.3,
R2)=2+0.1(10—2-6)=22,
R(1,3)= 6+o9(10 6— 2):,

- R(2,3)= 6-}-09{10-»6 l)=87

The two last lines 1mply Xy +x3278 and Ky }-x_a,z&? Regardless of how
acquiescent coalition {1,2} is, it must at least have Xp+xy2 24. Inc onjuncmon
these conditions: nnply 205433 +%3)2220.5; ‘which is mpo«,srhle in spite of
the fact that requirement (2.8} is fulfilled.

-‘Let-uis ‘next-assume that “there is a uniform: degree of aggressiveness A in
the gamie, and-let ‘us calculate ‘the: maximum degree of ‘aggres:iveness for
which the core still exists. With all Ag=1 we easily get from (2.5) wh=y we
use the characteristic function of the example:

R()=1+34, R(2)=2+24, . RQ)=4+24,
R(,2)=4+2, R(1,3)=6+24 R(23)=6~71

We should now find .the maximal valae of i for which these claims are
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compatible with the condition x;+x,- x4=10. One finds that this is
determined by

R(+R)+R(3)=T+T7i=10,
ie., A= 3,7. The corresponding outcome ic
xy=2, X,=28, Xy =45

This outcome satisfies the coalitions {1.2}, {1,3} and {2,3} with some slac’.
The corresponding point is marked off in fig. 1.

If there had been a common maximal level of agpressiveness allowing a
solution for all games, then one might have expected a sort of convention to
develop, and we might have had a theory with some predictive power.
However, this is clearly not so. If we consider the game as a bargaining
game, then the aggressiveness coefficieuts of the various coalitions are
characteristics of the bargaining strategies of the variovs players and
coalitions. One might imagine that the coalition: determined their Ag-values
as strategies in a non-cooperative garne against the other players. Now for
constellations of aggressiveness coefficients A5 which exhaust the total value
of the game, ie, v(N), the payoff of a . alition increases with its
aggressiveness Ag. (For instance, in the example given above x, would
increase from 1 to 4 when /A, increases from 0 to 1 if the other players
accommodate so that a solution exists) In the terminolugy of non-
cooperative game theory, there would ther exist many equilibrium
constellations of aggressiveness coefficients, but there would not exist a non-
cooperative solution. We should then be prepared for the possibility that the
aggressiveness in the game may turn out to be excessive so that no core in
the sense defined here would exist. Then the game would break down in the
present form, aud we would need a more general framework. This is the
subject of the next section. [For a more detailed discussion of bargaining and
possible reasons for failure to reach agreements, see Johansen (1979).]

Before proceeding a few more words on the aggressiveness coefficients may
be in order. They have been introduced above as given coefficients. Howcver,
I do not consider them ‘0 be autonomous or co ritant cocfficients like
coefficients in many other behavioural equations in economic theory and
econometric models. They are meant to represent in a sirapie form the
bargaining strategy of the various players and coaliions, as levels beiow
which they are not prepared to reduce their claims, hoping that the oiher
side {or sides) will acquiesce if necessary for reaching a scttlement. They may
be determined by many subjective facvors characteristic of the specific
situation, perhaps by reference to considerations which go beyond the
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forrialized game {perhaps representable as a meta-game}, aud so on. In th
: f_ormulatnons above we. have mtrac.ueed as many agg;essr f*nass coeffici cul

are imi PEiH _,ut’ meﬁ"csems There m&yf ‘be’ reasons o+ somme *relations
between them, for instanc: between the coefficient As of a cualition § and the
coefficients corresponding to subsets'of 8. However, it woul! be premature to
discuss scch 7 finer points at the preseat expiaratory mtage:

,‘,

3. Possible  breakdown of mmtnon. Mixedwnw; n-coope .;im

n, perhaps mcdlﬁmi by

A game specxﬁed i terms ofa chaxactensnc Jun
’ funchon R(S’) ma) faﬂ

aggressweness s0 as to bedcscnbad in tert

claims. However, ‘the 'des of the game in the

onml form da% nc:t “contain sufficient  irformation for saying which
coalition(s) w il ‘break down Another approach xmg,!:t be to introduce a
sysiem of mod! fication ¢,  claims or aggresswems ‘when the core fails to
exist, perhaps .long Nnes used in some ‘types of bargammg ‘heory for two
pam Such approaches may be reafistic for certain situations, but they do
not covér cases in which ‘a fmlure to reach agrcement may entail a
bmkdown cf coopeta.ﬂen, so that the :total value of the game as a
srative gan ; jForfia more general theory mtended to

If we have as before a game of n players, then thls game can now be
played in many different ways. Let us designate by P a partition or a
coalition structire of the set N of players into coalitions §,,5;,...,5¢. Then
the gamec cau bé played- cooperatively ‘as between” players within each
coalition, while the coalitions play pon-cooperatively against each other. To
be a little bit more specific we nidy ' think of cach player as having at his
dispesa® ‘a set ‘of possible actions {or ‘strategies) A4, from which he has to
choose an mﬁ{or-af'stmtegy) a. A coakﬁon S will have at its dxspusai all
wtmras"“ A ion S, A coaliion” may also

on possibil, : ; ply ‘combinations of ‘individual
actions, so that we could, in general; s.pea -of the action ag of coalition 'S,
belonging to a sei Ay of possible astions for tho soafition. Now the pay-off to
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a coalition will depend on the actions taken by aii coalitions so that we can
write, for any coalition §;, -

2'3‘3;,= ¢3*(asl,..., as‘,.-.,agx), k = 1,. K, (3,1)
or more briefly
Isxi=9s(a|P) k=LK, 3.2)

where a| P designates the actions by the coalitions under the partition P.!

We now assume that there exists a non-cooperative solution to this game,
each coalition trying to maximize its total payoff. Let the corresponding
actions be 4. Coalition §, will then obtain ¢g (4| P). We may use this for
defining a sort of characteristic function by

oS | P)=¢s(d| P). | (33

This is the total valne reached by coalition § under a partition of the game
corresponding to P, where § is one.of the coalitions constituting the partition
P.

For a more complete specification we must also say something about what
finer sub-coalitions of the coalitions §,,...,§¢ in the partition P can get. If §
is one of the coalitions in the partition P, then let §* te a sub-coalition of §.
Coalition §* will claim a part of the value given bv (3.3). The source of
strength of coalition $*, which can form the basis for the claim, will be the
value that $* can obtain by breakiug away from the 12st of the coalition 3.
This would be the value

oS*| P, (34

where P* is the partition obtained from P by splitting S into $* and $—S™.
Thus, for every sub-coalition S* of a coalition S in the partition P the payoff
to members of sub-coalition $* should be not less than given by (3.4). [An
alternative definition at this point might be to define the value v of coalition
S*, where S* 8§, as the value that S* would obtain if the players in §, but
not in §* did not necessarily form the complementary coaliion S\S*.
Instead we could define the value of v(S*|P*) by considering what §*
obtains in the non-cooperative game where the worst possible sub-pi rtition
of S\&* takes place. The worst possible case for S* is not necsssan y that

"The concept. of a pastition of the set of players 50 as to form a coglition tructure is < damin
in cooperative game theory, see, e.g., Luce and Raiffa (1958). However, in t} @ present o ntext it
plays a somewhat different role in that the coalitions play pon-cooperatively against ¢ac other.

In fact, for some purposes it might be relevant, as in usual cooperative game theory, to vonsider
coalition structures inside each of our coglhitions 5,,....§, forming P.
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S\S%. pluys as amc e .,ﬁ’tmn :see . the. numerical sxample later on in this
section. Some further comments on this peint are given in the concluding
section. An analogous problem exists in ordinary cooperanve game theory
about the definition or interpretation of the core.}: . i

A solution far the mixed e&operatx iefnon-c/ mperatwe game wh:ch we have
described abow: will be a pair consisting of an outcome vector combined

with a partition of the set of players, wntten as
(X!P)" (x.l!xZS 'axglsir *’bx)v . ‘ (3 5)

The meanung o ﬂns xs thﬂ the seluﬁon is: abtamed by cmperatwr w:thm
eac-coalition S ean(amed in. parﬁuen P and non-meperatwe play as
between coalitions. . -

An outcome vectorfparhtxon w},\mh repmsents a solutno 1 shou 'd -now
satisfy several requirements. In the first place, each coaliticn in P should
receive a total amount which corresponds to what it gets in the non-
cooperative game, as defined by (3.3). Furthermore, cach sub-coalition of &
coalition mPshouldgetatleast as much gs it'can claim according to the
considerations referring 10:(3.4)-We.may: say that a core should exist for the
internal wopetatxve game inside each coalition ir. the partition P. This can
be internreted as a-condition for the coalitions in P to be viable, i.c., not to
hreak down because .of internal conflicts. The wartitior shoulé also be such
that oo -pair of coalitions: -can-igain by merger, ‘when the new coalition
siructur: thereby established is:also viable, since the two coalitions would
then be likely 16 tryto- tealize this potential gain —- or we may introduce a
similar vordition referring to mergers of an arbitrary number cf coalitioas.

There arc many problems involved in the definition of a so:ution, some of
which will be discussed below. For clarity we will, however, put down the
definition of & solution a liitle bit more precisely for the cas: based on the
condmmas airwdy referred to

Ddimtlm af a salutwu {spee:ai case} Let the functlon v(S}P) be defined as
explained by (3.1)-(3. 3}. An:outeorne vecter x=(x;,..,x,)'and a partition P

of the - pluyers into maimons S,, R then form a solut:on if the followmg
condition; hold: :

Condition (g). Each coalition in P receives a total value given by
Zx=vSel ), k=12...K. (3.6)

Tlua C’G‘Eﬁdlﬁ(}ﬂ gwes to each cmhmm in P the value it achicves i1 he non-

Condition (b) "For each coaliii nn S,, w}nc;h contams more than one player
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each sub-coalition S in S, receives ai least as much as it would obtain by
breaking ouv: of S,, the partition otherwise remaining the same, i.c, we have
for each k=1, 2 ... K, where §; is not a single player,

s,,.,E:v(S"' |PP) for each s* S, {3.7)
where 2} is the partition obtained when S, is split into two, ie,
P:=(Sls .. -,S;v Sk\szv ce SL !

For each S, (with more than one piayer) these conditions say that the
outcome for players in S, should be in .he core of the cooperative game that
takes place within coalition S,. (When this core exists coaht;on S, is said to
be viable.)

Condition (c). In the partition P there is no rair of coalitions, say §; and §,,
such thai the new partition obtained by merging §; and §, into the joint
coalition §; U S, (leaving the other coalitions unchanged) cor tains only viable
coalitions and gives a gain to §; and §,. :n other words. for each pair of
coalitions §; anc. §, in P, either

Zs X%+ Zsx 2 0(S;0 8 | PR). (3.8)

where P; is the partition obtained when S; and S, merge (and tue other
coalition: remain unchanged), or the coalition structure P} is not viable, i..,
it is not possible to satisfy conditions (a) and (b) for this new partition. This
condition: says that it is either not tempting for any pair of coalitions to
merge, or the new coalition structure that would be established by such a
merger would not be viable.

In what sense is it reasonable to call an output vector and a partition
satisfying the conditions of this definition a solution? I think the most
natural consideraticn is to start out from a proposed (x| P) as a sort of initial
proposal and test i there are tendencies to change it. With no change in che
coalition structurs the proposed solution has the same claim to being ¢
solution as a nou-cooperative solution in usual non-cooperative games.
which need not to be discussed here. Conditivn (b) guards against change«
tbrough the most obvious action by a sub-coalition: unilateral withdrawa,
from the coalition to which it belongs according to the initial proposal.
Condition (c) guarc's against the most obvious changss by jolat actions by
to coalitions. The considerations alluded to in connection with conditions
(b) and {(c) are rather simple-minded or myopic on the part of the coalitions
o sub-coalitions involved, ie., the players settle for (x|P) if there are no
ruther easily detected opportunities of doing better for some of the players.
JEBO- L
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In connection with condition (¢), coalitions S; and §; retrzat to the initiai
coatiton structure P if the contemplated merger proves to produce a
structure which is not viable.

The d:finition given above could obviously be modified in various ways,
especially according to the degree of sophisticatior or optimism/pessimism of
the various players regarding action possibilities and analyses of
consequences of possible actions. For instance, the value used to the right in
condiiion (3.7} could be defined in other ways. The crucial issue is what kind
of alternztive arrangements of the coalitions the sub-coalition under
consideratirn will take into account when it contemplates breaking out. In
connection with condition (c) one could cbviously, as already mentioned,
stipulate similar conditions for mergers of more than two original coalitions.
One could also construct more . comiplex <conditions by combining
considerations from (b) and (c), referring to possib:lities of members derfecting
from different original coalitions to form a new coalition. I shall not go
through all possible combinations of assumptions here. Different
sombinations may be relevant or .calistic in ifferen: situations. In the
appendix a rather genmeral solution is suggested {(together with some
comments on the relation to the concept of y-stabilily). The formulation
given above is perhaps the simplest one possiblc for this kind of a mixed
cooperative/non-cooperative game, and may serve as = basis for the following
discussion.

In discussions of solution concepts in game theory the existence issue is
often important. In the present case a solution 'vill always exist, provided
that the non-cooperative games involved have sclutions A ‘constructive’
argument will show this. Start by considering the partition. of the set of
players into the degenerate coalitions containing only single players. i< o
situation in which the whole game is played non-cooperativety. For this
situation condition {a) of the definition is tulfilled, while (b) is irrclevant. We
should ther: explore whether it is possible to form a coalition of two pla:vers
so that they gain by merging, thus violating condition (c) of the definition.
(The other ‘coalitions’ of single plavers do, of course, remain viable,) If this
fails, hen the fully non-cooperative solutmn is a solution of our moe
general game. Xf it is possible to jon two players into a viable coalition :n
the way indicated, then we have a new candidate for solution. We could then
proceed by considering the possibilitics of forming further coalitions, ncw
checking not orly whether there is a gain to the participants of a merger, but
also exploring whether the coalitions in the ncw structure which contain
more thaa ane player zre viable. We continue until this 1s no longer possible.

’. may end up with a fully cooperative soluticn, a solution consisting of a
larger or smaller number of cealitions playing non-cooperatively against each
other while playing cooperatively within coalitions, or a fully non-
cooperative solution.
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This procedure, starting from below with regard to cooperation, is bound
to reveal at least one solution. But there may exist more solutions, some of
which arc: not detectable by this procedure. A safe (but probably inefficient)
procedure would be to explore all possible coalition structures, impose (3.6),
and check which ones of the structures that can be made to satisfy
conditiors (b) and (c) of the definition. If no other structures satisfy the
requirements, then the fully non-cooperative solution will do sc. This
solut’~n has a sort of robustness which the other nnes do not have, since the
viability condition for coalitions — condition (bj — is not relevant for this
case.

The formulation of coadition {c) in the definition is important for the
existence of a solution. According to the formulation given above a pair
(x| P) may be a solution even if {3.8) holds the other way around, i.., evea i

t(S; U 8| PR)> Zs x; + Zs, X, (3.9)

provided that the new coaliticn structure P}, is not viable. This is perfectly
acceptabie if it is the new coalition S;U S, which is not viable. This case
means that it is tempting to form the joint coalition because it can achieve
an increased total value, but the new coalition doe: net manage to hold
together. However, (x| P) may be declared to be a solution even wiicn (3.9}
holds aid the mew coalition S;U S, is viable, if the joining of §; and S,
makes some other coalition, say S, non-viable. This may be all right, but
will c:rtainly also in some cases be a dubious consecuence of the definition.
This dubious consequence would be avoided if we rep:ace condiion (cj by

Condition (¢'). In the partition P there is no pair of coalitions, say §; and §,,
such that the joint coalition S; U 3, could be established as a viable coalitior
und give a gain while the other ccalitions remain unchanged. In other words,
for each pair of coalitions S and S,, either (3.8) is fulfilled, or 5, U S, is not a
viable coalition in the coalition structure Pj; [defined as in connection with

(3.8)]

But then the existence of a sclution would not be guaranteed. However. we
could add the following condition to the definition:

Condition (d). If no (x:'P) satisfies conditions (a), (b) and (¢}, then the
solution is the fully non-cooperative case,

so that the full definition corsists of (a), (b). (¢} and (d). This would seem (¢
conform with the yeneral temor of the present approach: All attempts to
establisa coalitions with some cooperation would be frustrated, and one ends
up playing the game in the fuily non-cooperative manner.
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Besdes the existence problem we have the problem about uniqueness. As
aireaidy suggested there is no reason 0 expect that a solution according to
the definition given above (either in the original or the modified form) will be
unique. There are tvro aspects of con-uniqueness, ieferring to the payoff
vector for one and the same coalitic a structure, and to the coalition structuse
itself. It would: be: possible to add Farther conditions based on a comparison
between the various (x| P) which satisfy the conditions as stipulated above,
but I shali not: pursue -this line here. (Some consicerations are given :n
connestion with the numerical exa. r ple below.) -

As pointed out the solution hinges on the existence of solutmns to the
non-cooperative games involved. As is well known nop-cooperative equilibrie
will exist under quite general condcitions {if- ‘mixed strategies are allowed), but
the sivation may be pfroblernauc if the non-cooperative ethbrmm is not
unigu: (unless the various eguilibria are interchangeable in the terminology
of the theory of non-cooperative gamcm) This may be a serious issue, but i
will not be discussed further here since it is not a problem created by the
apyproich proposed here.

We have not yer introduced ag;gressweness into the mired coope-
rative, nou—cooperanw: gams. Thc place to do this is in connection with
condition: (b), ie, (3.7) in the definition above. This condition refers to the
internal viability of coalition S, (consisting of more than one player). The
sub-coalition S¢ will, in analogy with formulation (2.3}, perceive a surplus
equal to

18| P)—v(SE| PE) - o(S,\S¥ | P}). (3.10)

This is the gain to §, when the sub-coalitions 5§ and §,\S} play
cooperatively as compared - with non-cooperatively against the other
coalitions in the partition P, [P¥ is as defined after (3.7).] On this basis we
can, corresponding to (2.5), formulate the claim of sub-coaiition S} under ihe
partition P as

R(SHP)= oS} | PH+ g[S, | P)—o(SE| P —(S\SE[PHL. (31D

where S, belongs to P and §f <S§,. Then this claim will replace (S} | P}) in
condition (3.7). Otherwise the definition may stand as it is rendered before.
Players can raise claims cnly agairst a coalition of which they are members;
against other players they have to accep: the outcome of the non-cooperative
game as far as this affccts thc total vaiuc of the coalition of which they are
members. :

Let us illustrate the concepts and deﬁmtmns given above by a small
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example, similar to (2.10) but now extended as necessary in the present
context:

o(1],2,)=0, »2|1,2,3)=2, v3]1.2,3)=3,

v(1]1,{2,3)=1, o({2,3}]1,{2.3})=6,

o(2|{1,3},2)=2, v({1,3}{{1,3}.2)=6, (3.1
v3|{1,2},3)=4, o({1.2}!{1.2},3)=4,

o({1,2,3}[{1.2,3})=10.

In this arrangement we have used | } to indic: ie coaiitions, so that for
instance {1,2} is the coalition of players 1 and 2. For simipliciiy we omit the
braces when a single player is a ‘coaliuion’ by hinself.

In the set-up in (3.12) the first line then gives the vaites achieved by the
individual players when the game is played as fully non-cooperative. On the
second line are given the values obtained by player 1 and the -oalition {2, 3}
when the partitior: is such that player 1 plays by himself end j layers 2 and 3
join in a coalition. In the same way the third line gives tite results when the
partition is {1,3},2 and the next line the values when the sartition is {1,2},3.
On the fourth line is indicated that the total value achieved when the game is
played cooperatively for all players is 10. The example is such that the total
value achieved for all players is larger the more there is of cooperation. By
comparing r1|1,2,3) and »(1]1,{2,3}) we sec that player 1 gains something
if players 2 and 3 join in a coalition. In the same way we sec that player 3
gains if players 1 and 2 join, while player 2 is left unaffected if players 1 and
3 join. It could also easily be the case that a player loses if other players join
in a coalition.

Let us now check that a scliition =xists according to the definition given
by (3.6)~(3.8). In this case it is eas:ly seen that an out:ome vector and a
partition given by

(‘x13x29x3|{13293})’ (313)

where x,,X,, x; satisfy the same coaditions as (2.11) is a solution according
to the definition. Here the structure is the simiple one in which 2P prayers
join in one coalition. The conditions for viability cf this coalitien consist in
applying (3.7) to single defectors and defecting sub-coalitions consis.ing of
two players. These considerations give the nequalities listed in (2.11). Since
we have already the largest coalition possible condition (3.8) is not 1elevant
in this case. [If a defector has to be prepared for the worst possible coalition
formation of 1k. other players if he defects from the original coalition, then
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the result would be modified. I player 1 defects, he would then be prepared
for players 2 anu 3 acting as single players rather than in a coalition {2,3},
and he could claim orly O instead of 1. In the -ame way player 3 could cla:m
only 3 insteed of 4. This would glve a somewhat largh core than
corresponding to (2.11) and illugtrated in fig. 1.] |

If we fest other partitions than the one involved in (3.13), “scn we will see
by means of condition (3.8) that these will not constitute solu: ons.

Let us now introduce aggressior into the game as deicribed by the
characteristic function in (3. 12). We then zstablish the claims for ail sub-
coalitions in coaliticrs contained in esch partition by applying formula
(3.11). For instance, the claim of player 1 within the coalition ) 1,2, 3} will be

R(11{1,2,3)=0(1]1,{2,3})+4,[v({1,2,3}|{1,2,3})
~¢41{1 {2,:,,-1;({2,3}]1 {231

(3.1

Altegeiher we get the xollowmg claxms
R(1}{1,2,3})=1+34,
F2]{1,2,3)=2+24,,
Ri31{1,2,3)=4+24,,

RUL 2} {1,2,3))=4+24 ,,
RE{L,3}1{1,2,3)=6+24, ..
R((2,3}{1,2,3)=6+34,,»,
R - , (3.15)
R(1}{1,2},3)=0+24,, |

R2|{1,2},3)=2+24,,

R(1}{1,3},2)==0431,,

R(3|{1,3},2)=3+31,,

RQI1,{2,3)=2+4,,

R(3|1,{2,3})=3+1,

It is assumed here that each plaver is equallv aggressive within cach coalition
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where he may be a member, and similarly that each coalition is equally
aggressive within each larger coalition to which it may belong as a sub-
coalition;-for instance, player 1 nas the same coefficiant of aggressiveness 4,
when it makes its claim within coalition {1,2,3} as when it makes its claim
within coalitions {1,2} or {1,3}. There would be n» difficuhy in modifying
this assumption.

For small values of the aggressiveness coefficients a core corresponding to
fall cooperation will exist. If all A’s are equal, we saw in section 2 that .1=3/7
is the largest value of A for which such a solution exists.

If the comson vaiue of A increases above 3/7, then the coalition {1,Z, 3} is
not viable, and cooperation breaks down. Let us see what happens if /i=4.
We first try the partition P=({1,2},3). According io (3.6), using the relcvant
vaiues from (3.12), we must then have

xl+x2=4, x3=4.

Fo: the coalition {1,2} the claims of players 1 and 2 will, «ccording to the
relevart lines of (3.15), be R(1|{1,2},3)=1 and R(2]{1,2},3)=3. Requiring
x,21 and x,23, corresponding to condition (3.7) in the definition of a
solution, and at the same time having x, +x,=4, we get x,=1 and x,=3.

In a similar way we can check ine other possible partitions. With =4
they will als» :=tisfy the requirements. Thus we have the follcwing solutions:

x|P=(134]{L2}3)  [Ewx=8],
(x| =04,24[{1,3},D  [Zyx=8], (3.16)

x|P=(L2,34|1,{23)  [Eyx=T

In these solutions the total value achieved bv all players are 8, 8 and 7
respectively, while the fully cooperative solution save 10.

If we consider the fully non-cooperative case, which would give x; =0,
x,=2 and x,=3, then it follcws from cond tion (c) in the definition that this
will not be a soluation of the game with the value i=34 now specified.
However, if 4>4, then also each coalition of two players will bre=k down,
and we get the fully non-cooperative result, with a totai value x, + x, + <. =5.

We may summarize the discussion by considering what happens if we
increase the cornon value of the aggressiveness cecfiiciznt 4 from zero. We
then first ha'e a wide core with total outcome x, +x,+v;=10. With
increasing 4 the solution remains fully cocnerative, but the set of outcome
vectors satisfying the requirements shrink: and becomes unigue, nameiy
(23,23 48), when A reaches # (sc the example in section 2, When 4 increass
above 4, then there will be three different kinds of solutions, correspondir g
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Flg 2 allusmies the consequenw of increasin n:wveneszs whcn there
is a common coetficient of aggressiveness A as just discussed. At the top of
the figure are indicated the various partitions or coalition structures valic for
the different vanges of A The next line shows the stepwise decline of the {otal
euwomex,,x, from 10 !I'or ()<A<~i}, to ‘*fer i(J,SQ; anﬁ down t0 § for i>§
[For the interm WE ]
({1342 which wsmx to

c teresting onﬁ of the thx‘ae altamauves
in this range, see the discussior below} Beiow 46 the figure are shown the
vaiues for:x,, x, andxa»:'lhesm!ne for-x, will:be between 1 and 4 for 1=0,
the range narrowing down to the point x,=2% for 1==4. When A increases
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g 2. Hustration' of the soiuzmn of the game based on the clzim function: (3.15) for dlﬁ'erem
values of a common coefficient of aggressiveuess 4.
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beyond 4 we must have x,+x;=6 with x, =231 and x,23+34. The range
for x, narrows down from the interval 14, 13 to the point 1} for A=4. For
A>3%, ;=0 In a similar way we see the possible developments for x, and x,
when . increases from zero to values exceeding 4.

We conclude with a brief discussion of the uniqueness or non-uniqueness
of the coalition structure in a solution. In the exarple given above there
were three differeni types of solutions for intermediate | levels of
aggressiveness, ie., for $<A<4 If we modify the definition of a sclution a
little bit the conclusion will be sharper. In the conditions in the definition as
given above the various sub-coalitions considered only the possibility of
breaking out and playing as new coaliions by themselves, and new, larger
coalitions were contemplated only by merging existing coalitions. Let us
require also that no sub-coalition should be able to break out of its present
coalition and form a new, viable coalition by joinirg others, and fiyrth.srmore
make a total gain for the new coalitio1 by this. Limiting for sineplicity the
following discussion to the case A=4, whers we originally had three
alternative solutions as given by (3.16), we then see that the solution which
builds on the coalition structure (1, {2, 3}) will no longer qualify as s solution.
In this case player 3 could defect from the coali.ion {2,3} and join player 1
so that the new structure ({1,3},2) is formed. P'ayer 1 would then increase
his payoff from ! to 1} and player 3 wculd increuse his payoff from 33 to 41.
On the other hand, player 2 will se: his payoff reduced from 25 to 2.
However, he can do nothing about this if players 1 and 3 decide to join in a
coalition. Considering the partition ({:.2},3) we can reason in the same ww.y.
In this case we see that if piayer | defects from the coalition {1,2} and joias
3 in the coalition {1,3}, then both player 1 and player 3 will increase thetr
payoffs. It appears, then, that with this more demanding requirement for a
solution, we: end up with

(x| P)=(1%,2,44|{1,3},2)

as the unique solution when A=1. This is the solution indicated in fig. 2.

Also a more unequal degree of aggressiveness could create uniqueness in
the solution (retaining the unmodified definition of a solutien). For instance,
let plaver 1 be particularly aggressive corrcsponding to for instance the
following stipulations:

111 7'-0.8, Il?_ =O.4, .2"_'] =0.4, /]v“ 2= 0.6 l; = 0.6, '2;2‘ 3= 0.4.

.

Using the figures in {3.12) and the claim functions as set out in (3.15) it is
then easy to see that the grand coalition {1,2,3} breaks down. Furthermore
coalitions {1,2} and {1,3} Lreak down, while {2,3} .emains viable. The
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solution in this case will be
 (xp X2 %3]k, {2,3}} wheta x,l,x2,93 samfy
-——11, X -i-xgsvﬁ .xzzm x3234

By bmng too a;me:ssm player: 1 has ﬁere made hzmself x:npcsslble in
coalitions with others, and ends ‘up with-the poor result 1. The result is also
not pamculaxly good Eor the ﬁthcr piay .&3, thc total autcome bemg only
Zyxfz’?

In the d:scassmm above we: saw ﬂaat aggmsmness may md to. a lower
degree of cooperatior, because the claims” within a coalition may become
incompatibly large. A related -observation is‘that the modz! also makes it
possible for cooperation to-bresk down because the available amount to
satisfy the claims of-sub;obaﬁﬁan’s‘*witﬁin a malition is too sinall. This may
happen even:if thereis no aggeessiveness in excess of what is already implied
by the ordinary core-definition. This is easily: illustrated by the - game
described by {3.12); with a solution as given by {(3.13). Let in this game
({1,2,3}|{1,2,3}) decline from 10 to: 8. Then the claims from coalitions
{1,2}, {1,3} and {2,3} can be jointly satisfied with no-slack. If it declines
below 8 the claims from these coalitions will become ir:ompatible, and the
solution musi be found #t a lower level of cooperation.? This effect conforms
with many common-sense arguments and casual empirical observations.
However, it is of interes! to note that aggressivencss and a small total value
for a coalition do ‘not add up their effects as independent elements in
exylaining possible  breakdown of cooperation. The reason is that
aggressiveness applies ‘o claims in a potential surplus for a coalition, and
when this surplus decliies with a decline in the toial value of the coalition,
the claims aiso decline. Consider again the example used above, now with a
common level of aggresiiveness A. According to (3.15) the claims of the tlree
two-coalitions will then be

R{L2I{1,2,3)=4+22,
R({1,3}]{1,2,3)=6+24,
R({2,5H11.2,3)=6+32,
implving 2 total clainy of 8-+24. If ©({1,2,3}]{1.2,3}) declines to &, the claims

*As the Fgures in the cxample are. comstrucied, the game will not be superaddiive if
oi{1,5,31 {{1,2.3)) declines below 8. However, the effect described ahove would nppesr also if,
for instance, o(21{1,3},2) and v(3§{! 23,3) were lower so that the gume was still superadditive
even d ofi1,2,3}§{1,2.3}} declined a little below 8.
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of {1,2}, {1,3} and {2,3} will decline to 4, 6 and 6+ 4 respectively, implying
a total claim of only 8+44 instead of 8-+74. With 1>C this is still too much,
but more moderately excessive than if the claim had been kept unchanged at
8444 We ruay say that even if our players are aggressive, they are informed
or realistic in the sense that they make claims in an available surplus, and
modify their claims when the surplus declines.

Summary and concluding comments

The motivations of the tentative explorations presented in the preceding
sections are found partly in observations of how actual economic systems
work, and partly in the structure of game theory as presently applied in
£CONOMICS.

On the factual side we observe mixtures of cooperative and non-
cooperative behaviour, and we often see that the degree of aggressiveness of
various groups and agents is decisive for the type of solution that emergcs.

On the theoretical side, game theory (as well as most economic theory aiso
when it is not presented in terms of game concepts) usually assumes in
advance of the analysis whether a game is to be considered as cooperative or
non-cooperative. If it is assumed to be cooperative, then the most coramon
solution concept, the core, assumes a very defensive behaviour on the part of
the varicus players and coalitions; there is no representation of
aggressiveness in the model, and there is no such thing as break-down of
cooperation. it may be found that the core does not exist; however, further
inverpretations of this sitvation are usually not given (but other types of
solutions than the core may be developed).

Oan this background I think there is a need for a more general theoretical
framework in which game:; can be played as a mixture of cooperation and
non-cooperation, and where the mixture or degree of cooperation/non-
cooperation is determined endogenously. Furthermore, there ought to be
some sort of representation of aggressiveness in the model since there is
hardly any doubt that suc a thing influences outcomes in practice.

In the framework as dscribed in the previous sections aggressiveness is
introduced in a very simple iwanner, by means of ‘coefficients of
aggressiveness’ which reflect the claim a player or a sub-coalition will raise
referring to the surplus which is within reach because sub-coalitions
cooperate in a larger coalition instead of plaving non-cooperativeiy. These
levels of aggressiveness assert themselves in the bargaining process. There is
nothing mysterious about them. They may represent internal decisions in
coalitions about minimum levels below which they will under no
circumstance azree to move in the bargaining process, or *hey may represent
levels to whicih negotiators have openly committed themselves as strategic
meoves in the bargaining process. In other cases thev ma: be more obscure or
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flexible, representing: psychological resistance rather than decisions or open
cornmitments. 1 do-not, of course, expect the ‘coefficients of aggressiveness’ to
lx ,amenahk: 40 sumul mnemetnc -estimation. ‘There: are “inherent
bout: predic - bargaining’ bchavmm', which-may carry

over to: the tyixz o{igam considered -in this: paper.-{Cf. my disc 1ssion of
bargaining in Johansen (1979).] Nevertheless I think it helps 10 gain insight
into important and realistic situations to have a framework in which there is
a place for different degrees of aggrossivencss, L ; ,

If one hesitates to accept the introduiction “of aggfessiveness ‘into formal
represcatation of games, (then it should be pointed out that the ype of mixed
game in ‘which the ’ operauon is endogznous as
set out in ’sechon.S‘:s not Togically nt upon the. introduction of
aggressiveness. The reasoning is relevant also for the ordinary specification of
the characteristic function of a coeperative game in the case where the core
is empty and we want o pursue the analysi yqnd a. statement about the
a&-exsvm efshe m But a mnﬁ:f s than. full. cocoperation is, of
sourse, more hkely to be relevant when there is. some degree of
aggressiveness in the sys:cm. e

Some of the points and conclusmns reached m the pmdmg sections can
be snmmanzed as follaWs,

) Introdumng aggtessimimo & cooperative -game we can establish a
claim function on the basis of the usual characteristic function. The
definition and further analysis of -the core can be carried out on the
basis of the claim forction in a similar way as the analysis of tt2 core
on the basis of the characteristic function for the usual case.

(2) The core of the game when aggressiveness has been introduced will be
smsller than the usual.core with defensive players; and the core for the
case of agglmme players may f.m to: exxst even’ lf the ordmary core does
cxist.

3) There is no- snnpie rule whach says in advanee what degree of
aggressiveness a game may -accommodate before the core disappears.
This is- illustrated by the example - in secti~n 2 where the mgximal
unirf«:}m degree of aggressiveness which the game could accommodate
was 3. ‘

{4) A game in which it is not de.ermined in advance whether or not the
game shall be cooperative, or what degree of cooperation there will be,
requires the specification of .. sort of generalized characteristic function
which indicates the values various coalitions will receive under
various pamtmns ‘or.¢coaliticn stractures, where. players: are cooperative
within cealitions; and coalitions play non-cooperatively against cach other.

{5} A solution of a game in th's form must specify both the partition of
players into coalitions and the outcome for the varicus piayers. The
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solution must satisfy different kinds of conditions: Each coaliticn
receives what is determincd by the non-cooperative game between
coalitions; the partition or coalition structurc is such that no sub-
coalition can break out and gain by the mor: non-cooperative game
‘then established, and difierent coalitions canrot gzin by joining into
‘arger coalitions. The mwoie precise specifications can be given in
different ways as discussed in section 3, or niore generally as in the
appendix.

{6) For this generalized type of game a solation will always exist under the
specia! definition given in section 3, provided that the non-cooperative
games involved possess solutions, The solution can be anywhere between

- full cooperation and fully non-cooperative play. The solution is not
necessarily unique.

(7) The degree of cooperation in the solution of the game will depend on
the degree of aggressiveness, rovghly speaking in such a way that the
degree of cooperation is smaller the higher is the level of aggressiveness.
Smail surpluses in the various coalitions may also coatribute to
breakdown oi cooperation.

(8) As a consequence of the preceding point, there is a tendency for the
total payoff for all players taken together to decline in a stepwise
manner if the degree of aggressiveness increases from zero up to the
point where all individual players play non-cooperatively.

(9) The results for individual players can be more varied according (o the
degree of aggressiveness. As long as a certain coalition structure remains
valid, a player may gain by being more aggressive, but if his
aggressiveness increases beyond a certain point he may drop out of
favourable coalitions and lose because of his aggressiveness.

(10) Although it has nct been illustrated by the example in section 3, the
analysis can zasily be extended so as to say more about the pattern of
coalition formations. For instance, in a four-player game with iwo
aggressive and two more acquiescent players the model would predict, if
the total degree of aggressiveness is too large for full cooperation, that
there will appear two coalitions with one aggressive @nd one acquiescent
player in eaca coalition.

These points are 1ot cited because ihey are particularly striking or
surprising. On the con rary, most of them sound quite obvious or plausible.
The point T want to make is that it is desirable to have a scr of conceptual
framework and a model structure in which such pcints can be made within
the framework and on the basis of the model, and not only as common-sense
observations outside the model.

The model of a mixed croperative/non-cooperative equilibrium  as
explained in section 3 is a scrt of generalized theorv as compared with
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strictly. co@a-ahve .or strictly -notiscooperative theory. In other respects it is
as simple .88 possible-and Jess general than some other models found in the
literature. For instance, we have assume 1 throughout that the result achieved
by a player or a coalition is: measered in terms of some homogeneous,
divisible .and transferable- good, ‘most directly intérpretable -as-money. In a
similar way as ordinary:game theory has been:generalized:so as to cover the
case of ‘non-transferable utility’, one ‘may: generalize the ideas of section 3.
Furthermore, there are other solution concepts than the core which might be
useful as & starting pomt for constmcting a mixed - woperattve/mm
cooperative game theory.

It has been assumed ahove tl:{at all loglmlly possnble coalmuns can
potentiaily be formed and that they can coordinate- the -use ‘of the action
possibilities associated with the members of the coalition. - For. practical
reasons this may :aot always be possible, For instance, it may be impossible
for the coalition to make sure that all members actually behave as agreed
upon in the coalitio:. For such “easons it 103y in snme cases be relevant to
r'nposc festrictions on coalition structures which can actually be fornined.

A crucial point is the definition of an equilibrium as discussed in section 3,
<speciglly the conditions which refer to the possibilities of gaining by
defecting from existing coalitions: or by merging existing coalitions into
larger coalitions. For these aspects of the definition some -alternatives were
suggested in section 3, and a more general definition. is proposed in the
appendix. I do not think it is very important to settle for one very specific
definition in this rexpect. I consider it more realistic to have in mind several
alternative types of conditions. An outcome vector/coalition. structure may
possess some stability if it is not vulnerabie to the most obvious and simple
rearrangements. of coalitior: structures, for instance as iudicateed in the main
definition given in section 3. It may still be vulnerable to reorganizations of
coalitions which can be ciscovered and impiemented only by more active
and sophisticater! players. Accordingly ve may have ‘solutions’ of varying
degrees of  stability or vulnerability.. This consideration could lead to
interssting observations conceérning - the -importance of inventiveness and
sophistication on the part of -the various players in considering alternatives
to an existing coalition structurc. There would seem to be some
contradictory tendencies. On the one hand, lack of inventiveness and
csophistication may lead to a situation with a wide set of solutions, some
¢ood and somne bad. One may get stuck in a bad situation,.or remain safe in
4 good situation. On the other hand, with more inventiveness and
sophistication some bac situations may. fail to be solutions of the game,
because the players see favourable opportunities of reorganization. But it
may also happen that otherwise robust, good situations fall apart as
solutions because the players see tempting alicrnatives in various directions
so that coalitions needed to realize the gocd situation will no longer be
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viable, i.2,, disintegrate so that the game takes a more non-coopsrative form.
Alonj a similar line of thought one could also be led into speculations dtott
the possible role of institutional rules and regulations for the protection of
good cooperative solutions against tendencies towards disintegration.

The concepts and the model introduced in this paper are very tentative
and meaat only to help intuition and provide insight at a rather general
level. The model is not meant to be ready for anplications or specific
interpretations for concrete cases. However, some problems seem to lend
themselves in a rather natural way to formalizations a'ong the lines of the
mixed cooperative/non-cooperative game.

The most obvious example would perhaps be oligopoly situations where
the players are the producers. A fullv cooperative soltition would in this case
correspoad to collusion, whereas the fully non-coc perative case would be the
Cournct solutica. Intermediate cases would be cases where sone producers
form coalitions, i.e., behave in a collusive manner within the coalition, but
play in a Cournot manne: against other coalitions. The characteristic
function corresponding to (3.3) could in this case be established on the basis
of the demand function in the market and the cost functions of the various
producers.

Another example would be a set of producers who explicit some sort of
common natural resource, for instance fishing countries around a sea. The
payoffs could in this case be, for instance, the present value of the flow of
income from fishing for the various countries. A coalition couid limit ifs
present catch in order to keep future catch at a higher level. A country which
is not a member of the coalition could play ncn-cooperatively and thus to
some extent take advantage of the situation created by the coalition.

In such cases as those mentioned here it will often be to the advantage of
single players to break out of a larger coulition provided that the oiher
players remain in the coalition. Whether a cooperative solution will establish
itself in such a case depends on what formulation of the second cordition
[condition (b)] ir the definition of a solution in section 3 is most relevant. If
no player is satisfied with less than what he would obtain if the other ones
remain in the coz'ition even if he himself breaks out, titen coalitions will not
hold together. Huwever, if we, in defining the stability conditions for the
coalitions, assurne that each plaver, when he conternplates breaking ovt,
considers the possibility that also the rest of the coaliti. n breaks down if he
himself defects, then the coalition may bhold toget'er. (In the general
definition in the appendix these considerations refer 'o the form of the
function 7.)

A third exaraple, but perhaps somewhat more indircci, would be wage
claims in relation to inflation problems. A large coalition may limit its claim
because it recognizes the effects of wagss on prices. [ or smaller coalitions
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this Confiection appears in-a different light, An impertant question iz, at what
level between the full-sorle national vnion and the completely sromistic
situation  will wage bargains be settled? Ona mipht appmach this pmh}em
along the lines of the theory outlined in. this papsr. - o -

These are jost brief suggestions. I thank it is not difficult to find 2 number
of examples where. folmaiaﬁmns aimg the ims iadicated in sestion 3 would

hawsomeappml

conciude vmh smme bmt abwvanms on relevant hterature,, R

As indicated. before, garoes With coalition structures.are well known in the
literature. However, when a coaimon structure iv introduced into.a game it is
usually done.in the form of a gmm&bhon strugture imposed on the game.

A [artmhﬂy interesting study ai’ cooperative games with coalition
structures is given by Aumann and Dréze (1974). This paper clarifies the role
ot coalition structures in connection Wlth several diffcrent solution concepts
in game¢ theory. The mixed mﬁpatanvejnqnz._ soperative gawe theory
suggested in section 3 shove {and. gencralized in. ihe. agpem&x) could perhaps
be linked up in a natural wuy with some ather sulutmn concepts than the
ondinary core which we took as the starting point. Aumann’s and Dréze’s
pape: would provide a basis for such extensions or reformulations.

As discugsed by Aumann and Dréze the interpretation of ‘games with
osaliiion struciures’ remains somewhat obscure. The authors suggest some
prussibic mtqmtaﬁﬂas—a::i such games as representing actual situations, but
t» most convincing interpretation is to consider ‘games with coalition
siructures’ as an element of 2 broader analysls In the words of Aumann and
Fréze: If the reader wishes, he may view the analysis in this subsection as
wsart of a broader analysis, which would consider simultaneously the process
of coglition formation and the bargaining for the payoff’ Games with a given
coalition structuse-take up one. part of this broader study ‘and should thus
5e undcrstood as. a - contribution to. partial..equilibrium maiys:s- 'i?hw
cooperative/non-cooperative. . game. - studied, .in, . the.. present, paper is an
approach to th: broader analysis. However, the models of ‘gar~- - with
coalition structures’ do..not provide elements - which could . .ted
immediately into the.broader analysis; the-reason is that these models usually
assume efficiency or Pareto-optimelity, whereas a model like the one studied
in section 3 permits coalitions to break down with the conssquence that
potential gains are not realized.* The concluding discussion in Aumann’s and
Dréze’s paper also contains several other cons:derauana which. are of interest
m connection with the present paper. : :

n their canetudmg section Aumann and Dréze briefly consider a small three-person game ‘n
which they find ii reagonabie thal two players form a coalition, exciuding the third, even if the
towal outcome is then. Mmt. It s2ems to me ibat this example and the intuitive arguments

given 'in connection “bith it it 'in- picely with the formu!au{m of mixed cooperative/non-
cooperative games as furmulated in the present paper. '
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A special branch of economizs which has developed tools and ideas which
could be related to the mixed cooperative/non-cooperative game of this
paper is the ‘economic theory .f clubs’. A recent survey is provided by
Sandler and Tschirhart (1980). This theory is concerned with the formation
of coalitions for the provision of public goods which are not public in an
absolute sense, but which beyond a certain point provide the members with
iess of utility when the number of members increases. Thers is therefore an
economic reason for establishing coalitions which are smaller than the grand
coalition of all players. In this heory the formation of coalitions is an
endogenous element in the theory. The mechaznism is, however, different from
the present model. When the theory of clubs is formulated in terms of game
concepts, one usually introduces a characteristic function which is not super-
additive. The property of aot being super-additive reflects the fact that
smaller coalitions thar the grand coalition may be most efficicnt in providing
the public goods. The use of non-super-additive characteristic functions
requires special inierpretations and may seem somewhat artificial. 1t is
possible that a reformulation along the lines of a mixed cooperative/non-
cooperative gane might be worthwhile.

Recently Guesnerie and Oddou (1979) have provided a study of
cooperative games with cheracteristic functions which are not nccessarily
super-additive, inspired by the theory of clubs. The frrmation of a coalition
structure is endogenous in the model. How~ver, in contrast to the present
theory, they make it clear that tie reason for the partition into a coalition
structure is that ‘sfficiency may require that the grand coalition N breaks
down’. In our case the ‘grand coalition’ may break down because of
incompatible claims, and the partition which then occurs may resu!t in an
inefficient solution.

Referring to the possibility of nop-super-additive functions, the claim
function R(S) or R(S"'lP) introduced previously in this paper may fail to be
super-additive even if the underlying characteristic function v(S) or (S| P) is
super-additive. But, in our case, if the grand coalition breaks down because
the claim function R is not super-additive, then this will prevent rather than
promote eficiency as measured by the actual total payoff.

Finally it sh.uld be observed that the use we have made of the ouicome of
a non-cooperative game as a reference for the definition f the characteristic
function in section 3 is not entirely alien to the von Neiimunn-Morgenstern
theory of games. Von Neumann and Mcrgenstern defined *he characteristic
function on the basis of a description of the game wherz tne strategies were
explicit, in contrast to many liter expositions in which ‘lie characteristic
functior s stipulated directly, «nd they referred to the game between &
coalition and the complenentary coalition in the definition of the
characteristic function. Furthermore, von Neumana 2ad Morgenstern have
several ideas on ‘compesitior. and decompositicn of ganes’ which may
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wnimm ndcas ai‘ relcvance to tha pwsem study Hﬂwver, rsmmng 10 the

some other pmnts were'also tiken uj
I shall hicre suggest.the logical stru

there as spmal mses.’!’hls 1enem]} dcﬁmtzon is in s so.ne respects sumlar to
the cwimtmn of &—smbihty propesed. by Luze .and. Raiffa. (1958), but is
nevertheless dxﬂ'erent since. we cunsnder a mnxed oooperanve/non—cqoperanve
game.

As bcfore a solut:on is a. paxr (x]P), where Pisa coa!mon structure
(B1se s Sppees ik

The first thing which must be SpeClﬁed is thch caahtxons tbat can be
formad vmth a ‘given q;ahno . -struct P as -am- mmal structure ‘These

org: alitio jiix ) {f and only if
S*isan emen: ow(Pa, s*e¢(P> I A.1)

Now suppose players in S* contemplate forining a coahtxon What they
would expect to gain hy “this- depeads ‘on whit" they think" the coalition
structiire-of players outside §*-will becoine 'when' §* is ‘éstablished.” Let: this
be deﬁned by the ﬁmc:mn az{S"‘ P}, d‘eﬁned for every P and every S*ey(),

Consider’ain “Fuitial aﬁi&éﬂiﬁbﬁ' structure P and suppose that members
of §*, wheie §*ey(P), contemplate forming a new coabition. Then
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members of S* belicve that a new cealition structure P* will be
~ formed (where S* is one of tae coalitions in P*), and we write this as
Pr=x(S* P). : (A.2)

Now a pair (x|P) will not be ‘stable’ if there is a feasible coalition S§*
which would be viable under the structure P* which members of S* believe
will-emerge if they form S*, and which gives a gair to the members of 7%,

-On this basis we may suggest the following more geaeral definition of a
soluuon than the one given in section 3:

Defmtwn of a solution (general case). A pair (x[P) is a solution if the
following conditions "old:

Condition (x). Each coalition §, in P receives a total payoff given by
Z‘skx,-==v(Sk) P, k=1,2,.. K. (A.3)

Condition (B). Let y(P) and n(S*, P} be definec as given by (A.1) and (A.2).
Then for each S, containing more than one player we have for all feasibie
sub-coalitions of §,, ie, for all SF which are such that §} < S, and S¥ey(P),

Zaxi Z WS | ST, P)). (Ad)

Condition (y). For every coalition S* which can be formed irom P, ie,
S*cy(P), and which contains members from at least two of the coalitions
S4,....Sg constituting P, we have

Zex; ZUS* | n(S*, 2)) (A.5)

In this definition we have, as in the casz of the simpler and more special
definition in the text in section 3, distinguished between an internal viability
condition, (#}, and a sort of external stability condition, (y). It appeurs trom
the formulations above that we could subsume conditions {f) and (y) under
one joint formulation. However, siace they refer to somewhat (ifferent
considerations, considerations which zre internal versus external with respect
to an initial coalition, it is convznient to distinguish between them.
Furthermore, if we should introduce aggressiveness into the situation, as we
did in section 3, then we bave to ke:p the two kinds of conditions apart.
Aggressiveness is relevant in connection with condition (f) since we assume
that it is only & pure sub-coalition within a cealition which can rais: clamns
in the total payoff of the coalition. Thus aggressiveness should be ajppended
to condition (A4) just as we have done in the earlier section:, while
condition (A.5) should be left unaffected.



various- mcd:ﬁéat:ons suggested there cen now be seen as: spemahzatxons of
the deﬁmmm now ngun Van-aus s;ecxﬁcauons of the functions ¥ and = give

S are able 1o cansntute

, s which are sub-coal of some coalition S in the
initial coalition struciure P, and L!) wahtmm wkick can be formed by
joining two coalitions in Ihem‘xgma! ‘coalition: stwct:m, P ’Iilns deﬁne‘s the
y-function for this special case. '

Next there is the role of the function n(S*, P) wh:-ch ..pecnﬁcs what
coalition  §%, which belongs to ¥ (P); “belizves will be thé new coalition
structare if S* constitutes itself as a coahtmn In the specaal definition we
have

&S, P)=(5,,.., 5% Si\S%,. -,Sx) for S*eSy -

(A5)
“—-‘-(u;’.;--—,SjUSB g‘) fOl‘ s‘=s‘i 'JSh

where the firs: line is meuat to suggest the partition where no -other coangss
have !zkem tiace than the splitting of an initial coalition S, into $* and
S,\S*, an the second line ic meant to suggest the coalition structure where
no other cham.ge;s have taken place than the joining of S, and §,. Since there
are no other types of S* in (P), this specifies the function (S*, P)
completely in the present case.

A siight complication will be taken up in a moment.

Various madﬂmom discussed after the specla.l definition in section 3 can
be seen as other specifications of ¢ .and: = The. possibility to  form new
coalitions consisting - of.-more: ‘than - two initial coalitions is an cbvious
extension of the y-function. In: connection-with the -numerical example
towards the-end of section'3 we introduce-the possibility that new coalitions
conld be formed by a- player defecting:from one coalition and jeining another
player originally rot in the same coalition. This would be another type of
change in the +-function: In y(P) there would now bc, coalitions consisting of
players from gifferent original coalitions,

We have also on-some occasions. touched. upon the question as to whether
mesnbers of a potential new coalition $* would believe the coalition structure
for the players not involved in §* to femain unaffected by the formation of
§* (as‘they do in the definition in the special ase). For instance; when a sub-
coalition: of some:S;breaks -out- of Sy, -then it might believe that also the
remaining S,\Y* disintegrates in some way, or the players in S* might
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behave as if they assume that the worst possible coalition structure for the
remaining set of players would be established. Suck modifications mean
different formulaticns of the function n(S*, P).

In concluding this part of the appendix, we must return to a ‘complication’
hinted at above. It refers to the supplementary statement made in condition
(c) in the definition in section 3 about the viabitity or non-viability of the
coalition structure P}’,‘ which emerges when §; and S, merge. This statement
means that condition (A.5) does not apply for potential coalitions $* when
the coalition structurs on the second line of (A.6) is not viable. This element
of the definition can be taken care of through the specification of the
function ¢(P): We can simply say that if some $*=5;uU S, implies that the
structure (S,,...,5;US,,...,S¢) is not viable according to the internal
conditions in each coalition (i.e., cannot satisfy o ard f), then $* is excluded
from Jy(P).

As this condition (¢} in the first formulation in the definition in section 3 is
perhaps somewhat dubiois, we suggested an alternative by comdition (c).
This formulation of the condition could also be taken care of by the
specification of y(P).

The formulation of cordition (¢) was crucial fcr the question about the
existence of a solution. In conn:ction with the gencral definition given in this
appendix not all conceivable specifications cf the functions y and n would
ensure the existence of a solution. One could then ensure the existence of a
solution by adding a conditioa similar ‘o condition (d) in section 3, to the
effect that if no other coalition structure can produce a solution satisfying
requirements (), (8) and (y), then the fully non-cooperative case is declared to
be the solution. Whether tkis is a reasonable thing to do, is of course not a
matter of formalities, but a question which must be settled by reference to
the realities which the model is meant to represent.

Appendix B: Some technical notes

This part of the appendix offers some mcre technical notes on the
structure of solutions and problems of comguting solutions.

The basic element of computations for finding solutions of the types
outlined in the main text will be computations of cores. The finding of an
ordinary core is a lincar programming problem of 2 special form. In the
notations used in this paper an ordinary core is defined by the following
requirements:

Y nx;=v(N),
(B.h
Zex;2v(S) for everv ScN.
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One way of
programming. probkm

qut whﬂh& ‘& ¢core exists is to soive 1hc linear

¥ where we répwnt th<=
preaents the ccndzhon

the point’ (x,,x,, w,) Jmust be'above, pl i dingmm,wlule the
condition x; +x,20(1,2) says that the pomi ‘must bse 10 the right: .of the
plane DEFG. The oeinstmms‘iarather mymzm emktnom would y:eld

introduced in the ﬁgu:e; ﬂw ememast be.-m.-,ther*set P, P, P33Pﬂ, but furthezr
constrained when we introduce all-constraints; -

If we int:oduce aggressiveness in the form: used in sactxon 2 (fthe paper,
then the- mpmrmcmal problesy will remiain exactly-as foi the cndinary core.
'We only have to replace tle right-hand sides of the various coastraints by
the values of ‘the ciaim furtexion ‘RE). In fig. 3 v(3) should be replaced by
R{3), o(1,22) by R(1,2), etc. These changes: wﬂl mm moving the various
pianes representing the vatious ‘constrainty: outwards: in'the:diagram; while
the plane affy tomains where it is. It is clear that the core will narrow down,
and that the varicas claums may become incompatible so that the core based
on the cluim function ceases to exist even if the ordinary core exists,

If the grand coalition disintegrates becewise thére '8 no s¢lution in the
plane 28y, then the solution: of the mixed: eoopmmvefnon-coapemuvc game
will switch to another .configuration -in fig."3:.Suppose that ‘the: grand
coalition is not viable, while the coslition structure P=({1,2},3) is viable.
Then the solution will give xy=03); and x; +x;=0(1,2), where x, and x,
are limited - by x;:20(1) and x,Zu0(2). In the -diagram:  this .solution is
represcated by the line segment MM where the. totaﬂl payoff xy+xy+x; is
smaller than o{1,2,3). The core in the faternal cooperative game in coalition
{1,2} is represcated by the projection ol this segment onto the line EF in the
Xy, X,-plane.

“Computational aspec s of finding lhc cor: of an n-person game, covering the mse of non-
transierable utility whizh is the more intricate case, are treated by Sowif (1967}
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Fig. 3. Illustration of the constraints deflning the core and mixed sclutions in a thres-person
gamz.

If cooperation in the coalition {1,2} should also hreak down, then the fully
non-cooperative solution will be realized. This is 1epresented by pomnt Q in
the figuie.

As arn illustration of a mixed cooperative/non-cooperative game 1fig. 3 is
somewi1i simplified. For insiance, th: value »(3) which is relevant for the
limitatsc.n of the core in th: cose of a fully cooperative sclution would
{accord:or to the special case defnition in section 3) be v(3|{i,2},3), while



the value whi¢ ant for deteﬂmmug x, in the fuily non-
outcome would be ©(3}1,2,3), and similarly for b(l} and v(2).
These dlstmetmns and modifications could e entered into the diagram.

We concluds with some suggestions for calculations of the soluw.on of
mixed cooperative/noi-cooperative: games. ' The. ‘key -element ‘of s h a
computation would b to check whether 'a pr | coalition struct. e P
-(.51, ca iy ..,S}) can yield a solution: Let us nsa the genatal defin'tion
given in part A of this appendxx. The functions (P) and =(P*, P) are then
given. Cotresponding to the conditions {B l’ fot the: urdmarv core we now
have the following conditions: =~ : RN

Zyne=u(Sy] P k=1, :z, K R

Ik u(s*ims* P) for each e ’snch that (B.3)
StcS, and Stew(P), . k=1,...K,
Zowzols*|is*, Py for mﬁ 8 éﬁé}i that

S*ey(P) and §* centams members from more than one of the
coalitions Si,...,Sy. s s

For a given P the right-hand side in all condmons i (B.%) are given
magnitudes. The problem is therefore ‘again -a problen: ‘of finding out
whether there exists a solution to a system of liiear equations and
inegualities, but a somwwhat more comphcated system than the one for the
ordinary core.

One way to approach the problem of finding a solution to (B.3) by means
of linear programming would be to replace the equalities on the first line of
(B3} by ,

Esﬁiéﬁ%}ﬂ%  k=L2...K (B.4)

and thepn-mi mizing ~the. sum..y=Zyx;.. Let the minimal value of y be y*
ifhenaxolutzonto(B%}emstsi "l

'v#—?m(s;!w S B - (B5)

while no solutior cxisis if

(B8
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This hnear programming problem hus a special structure. The variables
X1,.. X, &re divided into groups corresponding to the partition P. For each
S. the conditions on the second line of (B.3) for the given k and the
corresponding condition in (B.4) are internal constraints in the group definer
by S,, while the constraints on the last line of (B.3) are ‘global constraints,
involving variables from different groups. This means that the system should
lend itself naturally to solutions by means of decomposition methods of
linear programming.

If we have aggressiveness with corresponding claim functions in the
problem, then this would only medify the right-hand side on the second line
of (B.3). The form of the programming problem would be unaffected by this.

Having a method of finding whether or not a solution exists for a given
partition P, one could approach the problem of finding a solution to the full
game, including the unknown partition F, in various ways. One possibility is
to test first the possibility of a solution involving full cooperation. If such a
solution does not exist, one could test all possible ways of partitioning the
players into two coalitions, and so on. The other obvious possibility is to
start from below, checking first the fully non-cooperative case, and next
move on to the case where two players ferm coalitiorns, and so on. If one s
noi satisfied with finding one solution, one would have to trace through very
many coalition structures, since the existence of a solution at one level of
cooperation does not preclude the existence of solutions also with other
coalition structures. Even with a moderate number of players, the task of
finding all solutions may therefore be a very big task. It would perhaps be
possible to find iterative methods by which one would not necessarily have
to check all coalition structures. for instance by observing &t zach step which
constraints that are the effective constrainis. and then choosing the next
coalition structure to be tested in the light of this information. It might also
be possible to establish rules such that if one oalition structure is found not
to qualify as a solution, then immediately scveral other coalitica structures
are also ruled out. However, it is beyond the scope of this paper to go
further into the computational problems.

References

Aumann, RJ. and JH. Dréze, 1974, Cooperative games with coalition structures, International
Journa! of Game Theory 3, 217-237.

Guesnerie, R. and C. Oddou, 1979, On cconomic games which are not aecessarily superadditive,
Economics Letters 3, 301-306.

Johansen, L., 1979, The bargaining society and the inefficiency of bargaining, Kykios 32, 497-
522,

Luce, R.D. and H. Raiffa, 1958, Ga.nes and decisions (Wiley, New York).

Saadler, T. and I.T. Tschirhart, 1980, The economic theory of clubs: An evaluative survey, The
Journal of Economic Literature XVIII, 14811521,

Scarf, H.E., 1967, The core of an N person game, Econometrica 35, 50—69.

Von Neumann, J. and O. Morgenstera, 1953, Theory of games and economic beaavior
(Princeton University Press, Princeton. NJ) second edition.



